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Chapter 1

Introduction

In June 2000 the Relativistic Heavy Ion Collider (RHIC)[1] at the Brookhaven
National Laboratory (BNL) started to collide two beams of gold ions at the
total energy of 130 GeV per nucleon pair in the center of mass system|2].
In the year 2001 RHIC achieved it’s maximum proposed energy of \/Syy =
200 GeV which corresponds to 20 TeV beam in fixed target experiments. The
experiments at RHIC[3] continue in the ultra-relativistic heavy-ion research
that was previously carried out at the Alternating Gradient Synchrotron
(AGS)[4] in BNL and Super Proton Synchrotron (SPS) in CERNI[5]. The
RHIC makes possible to extend this research to energy levels that were never
before achieved at Earth.

The primary physics goal of the experiment is to collide heavy nuclei
in order to study properties of strongly interacting nuclear matter under
extreme temperatures and densities. These laboratory conditions correspond
to conditions in the very early universe. With the energies of RHIC it’s
possible to recreate and study the matter as it existed couple microseconds
after the Big Bang. As the theory of quantum chromodynamics (QCD)
predicts, the hadronic matter under such conditions should undergo a phase
transition and create a completely new form of matter with extraordinary
physical properties. This matter is analogous to the plasma phase of an
ordinary atomic matter and is thus called quark gluon plasma (QGP). In such
a QGP quarks and gluons are no longer confined in hadrons by the strong
force, but are “released” into a larger region,where they can propagate as free
particles. These particles are not, in contrast to normal matter, color-less.

The confirmation of existence of QGP is not a case of measuring one
or two well defined observable variables, but rather quite a large number of
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different signals. The occurrence of the predicted phase transition should
manifest itself in simultaneous changes in these signals.

The purpose of this work is to study effects connected with high mul-
tiplicity production of bosons in the gold-gold collisions. The data for this
work were measured during a year 2001 by the Solenoidal Tracker at RHIC
(STAR) experiment[22] at the energy of /Syny = 130 GeV. The aim is to
study multiparticle correlations in the region of small transversal momentum
that is mainly populated by pions. This part of the momentum spectrum
allows to study effects possibly coming from the nonperturbative (thermal)
part of the QGP to hadronic matter transition. We use the apparatus of nor-
malized factorial moments[6] to extract the information about multiparticle
correlations in small pseudorapidity windows.

The area of small transversal momentum spectrum should be accessible
by a newly installed Silicon Vertex Tracker(SVT)[23, 24]. This is a large area
multidetector system of silicon drift detectors; quite a new type of a silicon
detector with very interesting capabilities, that has previously been used only
in few experiments. Part of this work deals with a drift speed calibration of
this detector, exploring the possibility of using implanted injectors of electric
charge.



Chapter 2

Physics at RHIC: From QCD
to QGP

2.1 Basic properties of QCD

It is generally held that the physics of the strong interaction is well described
by the theory of Quantum chromodynamics (QCD)[7][8]. This theory is based
on the same frame of quantum field theories[9] that are also used for the
theory of quantum electrodynamics (QCD) and the weak interaction. It is
supposed that the QCD belongs to the class of field theories known as the
gauge filed theories [10]. It means that the properties of the interactions
of the fields can be deduced from a special invariance requirement of the
Lagrangian. This invariance is called local gauge invariance. The quanta of
the QCD field are the quarks and quanta of the gauge field are the gluons.
If the gluons were to have a non-zero rest mass in such a theory, then the
Lagrangian containing them would not be locally gauge invariant. In order
to maintain the theory locally gauge invariant the gluons must be massless
like the photons - the gauge field quanta of the electromagnetic interaction.

The interaction between quarks and antiquarks depends on the color of
the interacting particles. The color is an intrinsic quantum number carried by
quarks and gluons. There are three possible colors quarks can have: (R)ed,
(G)reen, (B)lue. A quark with a color can interact with another quark via
exchange of a gluon. There are eight gluons belonging to the SU(3) color
group.

In the phenomenological quark model[7], baryons are described as three-
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quark bound states, and mesons as the quark-antiquark bound states. There
is no evidence, so far, that there exists any particle not belonging to the color
singlet. Thus all the observed particles in the nature seem to be colorless.
There also has never been observed a single quark. On the other hand,
deep-inelastic experiments has shown that with a large momentum transfer
the quarks inside the hadrons behave as if they were free particles. This all
suggests that the strong interaction is very strong on large distances, but
rather weak on very short distances.

QCD differs from QED mainly by being non-Abelian. In non-Abelian
gauge filed theory the gauge filed operators do not commute. The most
important effect of this is that the gluons carry color charge, unlike the
photons which do not have an electric charge. It implies that the gluons
can interact with each other, contrary to the photons in QED. This self-
interaction of gluons is the reason of the confinement of the quarks inside
the hadrons. The relative strength of the interaction in QCD can be described
by coupling constant which depends on the momentum transfer ¢ involved
in the interaction. The so called running constant as(q) is:

127
(32 — 2Ny) In £

QCD

as(q) = ) (2.1)

where Ny is number of quark flavors taken under consideration, and Agcp
is the fundamental measure of the QCD coupling. Agcp is experimentally
determined to be ~ 200MeV .

When the momentum transfer is large, the coupling constant ag(q) is
small. On the other hand, if the distance scale is large, the interaction
is strong. The decrease of the strength of the strong interaction at small
distances is called the asymptotic freedom[31]. This behavior of coupling
constant crates two different domains of QCD calculation. In the domain
of small coupling constant the means of perturbative calculations can be im-
plemented. These processes are thus fully calculable. In the domain of
strong coupling the perturbative treatment will fail. It is then necessary to
use other non-perturbative techniques, like, for example, the QCD lattice
computations|11].
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2.2 Transition to quark-gluon plasma

The lattice QCD calculations predict, at sufficiently high temperatures, an
entirely new form of matter. This matter is analogous to the plasma phase
of ordinary atomic matter and is therefore called the quark-gluon plasma
(QGP). In the ordinary atomic matter, whose behavior is governed mainly
by quantum electrodynamics, at high temperatures and densities, the single
atoms start to loose their individual identities and the matter becomes a
mixture of individual free electrons and nuclei. In the QGP the quarks
and gluons are also no longer confined inside of hadrons, but can propagate
throughout the whole medium. Even though the whole medium has an overall
zero color charge, the quarks behave as single free particles carrying the color
charge.

The theoretical QCD study at lattice allowed to estimate the critical
temperature needed for such a phase transition from the hadronic matter to
the supposed QGP phase as 150 ~ 200MeV'. Because in the beginning of our
universe, according to the Big Bang model, existed such high temperatures in
the very dense matter, is commonly believed that the QGP existed for some
time. Today a QGP is expected to exist in the very dense matter inside of
neutron stars.

2.3 The ultrarelativistic heavy ion collision

The major goal of nowadays high energy heavy ion physics is to create condi-
tion under such the QGP state of matter could be created and studied in the
laboratory. The use of heavy ions has an advantage over the use of lighter
particles or ions in creating larger interaction volumes. The larger interac-
tion volume with higher number of participating particles allows the use of
macroscopic variables and better environment for the use of statistics. The
system can then be better described in terms of fewer fundamental variables,
which simplifies the whole problem. The larger volume allows the partons
of the collided nuclei to scatter and rescatter several times, thus depositing
more energy in the interaction volume. If the system is large, compared to
the mean free paths of the particles inside, the particles scatter on their way
out and cannot easily escape. The objective is to achieve a long living and
big enough system in which the thermal equilibrium could be reached or at
least approached with enough high temperatures and densities to produce
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the quark-gluon plasma.

In heavy-ion collisions the geometry of the collision plays an important
role because of the relatively “big” sizes of the nuclei. The geometry of the
collision can be defined in the terms of the participant-spectator model, as
shown in the Figure 2.1.

Before the collision After the collision

spectator
P ET=flux of transverse energy

Np=number of

=
=forward energy

Nch=number of produced charged patticles

spectator

Figure 2.1: Schematic view of the ultrarelativistic heavy-ion collision in the
CMS frame.The nuclei are pancake-shaped because of the extreme relativistic
Lorenz contraction.

Nucleons taking part in the primary collision are called participants and
the non interacting nucleons are called spectators. The centrality is charac-
terized by the impact parameter b.

It is important to distinguish between different centralities since the
amount of deposited energy in the collision region depends on the geome-
try of the collision. The more central is the collision, the larger amount of
energy is deposited. The impact parameter b and the number of participants
N, are not directly observable variables and have to be therefore deduced
from other measured variables using suitable model (the Glauber model of
nucleus-nucleus collisions[12]). The measured quantities, from which the cen-
trality can be deduced, are usually the energy carried away by the specta-
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tors Ezpc (measured by the zero degree calorimeter), number of produced
charged particles V., and the transversal energy F .

As the nuclei collide, the participating baryons loose energy and slow
down. There are two opposing extreme pictures. In the first picture the
participating baryons are fully stopped in the reaction zone where the energy
was deposited. In the case of full stopping the collision should produce a
quark-gluon plasma with high baryon content. The opposite, most often
considered, case is the so called full transparency regime. In this regime, at
very high energies (about 100 GeV per nucleon pair in CMS), the participants
after collision have still enough momentum to proceed out of the collision
region. As the consequence, a large amount of energy is deposited in a small
region with very small net baryon charge. This can be of special interest
from the point of view of astrophysics since the net baryon content of the
early universe was small.

The space-time evolution of the heavy-ion collision is schematically de-
scribed in Figure 2.2. The z — azis represents the beam direction and the
collision occurs at time t = 0 at z = 0. The evolution after the collision
can be divided into couple different stages that are connected with different
measurable signals. The first stage is immediately after the collision and is
characterized by the formation of high density energy region. After a short
time of the order of 7y = 1fm/c partons materialize and their rescattering
leads to the thermalization of the system. In the third phase the hot ball of
quark-gluon plasma expands rapidly and cools down till it reaches the critical
temperature at time 7, at which the hadrons start to form. In the fourth
phase the hadrons are created from the plasma while the whole system keeps
expanding and cooling down. This is the mized phase. This continues to the
point of chemical freeze-out at time 7.y when the hadrons cease to exchange
the quarks and the hadron gas is formed. Then, the still interacting, system
of hadrons expands further to the point of the thermodynamical freeze-out at
time 7; when hadrons stop rescattering and are emitted.
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Figure 2.2: Space-time evolution of the nucleus-nucleus collision.
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The phase transition to QGP

3.1 The bag model of hadrons

The theoretical results from the lattice gauge theory show that, when the
distance between quarks is comparable to the sizes of hadrons, the quarks
interact with an effective interaction which grows approximately linearly with
the their distance. This means that large scale behavior of quarks is charac-
terized by their confinement in hadrons. This can be intuitively visualized
by the following Figure 3.1.

As the distance between quark and antiquark grows, the strength and
and potential energy grows as well. This continues to the moment till it’s
energetically more favorable to produce another quark-antiquark pair along
the path. The newly produced quark is then bound with the antiquark,
and the newly produced antiquark is bound to the quark, creating two new
color-less hadrons with the quarks confined inside of them.

Event thought the perturbative QCD cannot describe the behavior of
the confined quarks, there are some phenomenological models that can give
some relevant description. One approach is the bag model[14], where the
confining forces resulting from the nonpertubative QCD are replaced by a
vacuum pressure outside of the hadron. In this, more precisely called MIT
bag model, quarks are treated as massless particles inside a bag of a finite
dimension, and are infinitely massive outside of the bag. Confinement of
the quarks is then the result of the balance between the inward pressure of
the bag and the outward pressure arising from non-zero kinetic energy of
the quarks inside. In this model the bag pressure B is a phenomenological

11
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Figure 3.1: Intuitive view of the quark confinement.

constant that substitutes the nonperturbative effects of QCD.

In [12] is shown that an estimate of the bag pressure can be obtained
by considering massless fermions inside of a sphere of radius R. Using the
Dirac equation for massless fermions 7 - pyy = 0 and the requirement of the
confinement, which is the same as to require that the scalar fermion density
Y1) vanishes at the distance of R. From this we get the expression 3.1 for
the relation between the bag pressure B and the radius R

2.04N\ 1

b= ( dmr ) RY (3:1)

where N is the number of the quarks in the bag. Taking the measured

value of R = 0.8 fm for 3 quark system, we obtain the estimate of the value
of the bag pressure BY/* = 206 MeV .

This description allows a simple explanation of the phase transition form
the normal hadronic matter, with the quarks confined in the hadrons, to the
deconfined phase. It can be seen that if, in this model, the pressure exerted
from the quarks inside rises, there will be a point when the pressure from
inside exceeds the pressure of the bag. At this point the bag pressure will
not be able anymore to hold the quarks inside of the hadron. The quarks
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and gluons will then undergo a phase transition from the confined to the
deconfined state.

Main condition for the phase transition is then the big rise of the pressure
from the quarks inside the bag. There are two different conditions under
which the pressure from the quarks can be increased:

1. high temperature of the matter

2. very high baryon density

Any of these conditions by itself, or their combination, should be sufficient
to create the deconfined phase of the quarks and gluons. We will discuss the
scenarios more closely.

3.1.1 High temperature phase transition

We will consider the case of the system consisting of quarks and gluons with
zero net baryon content at very high temperature 7' contained in volume V.
We can greatly simplify the problem by setting the particles to be nonin-
teracting and massless. We can now calculate partial pressures arising from
quarks, antiquarks and gluons. It can be shown[15] that the equation of state
for ideal gas of massless particles is

P=—-—=- 3.2
where € is the energy density.

For massless particles at temperature 7" the distribution of the states of
momentum p in volume V is

dN  gVamp® 1
(e(p—u) ) : (3:3)

dp — (27m)3 T +1
where the + sign stands for fermions and the — sign for bosons and y is
the chemical potential of the given particle. Since we have the same number
of quarks and antiquarks, we set u = 0. At last, the g is the degeneracy of
the given particle species.
The energy of the massless quarks in this system is then

2

T (3.4)

_ng/OO pPdp T _m
0

0o dN
E :/ Y dp = = Lo v
o PP T o)y eim1 8% 30
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By substituting in 3.2, we get the pressure exerted by the quarks as

7w
=g, V_—T* 3.5
q 89'1 90 ( )
We can obtain in the same way the pressure from the antiquarks
7 2
P; = —g;V—T". 3.6
q 8gq 90 ( )
Since the degeneracy numbers are the same for quarks and antiquarks
gq = g5 = (colors) x (spin states) x (flavors) =3 x 2 x 3, (3.7)
we get from 3.5 and 3.6 the pressure exerted by the fermions
7
Py =P+ Pj= —n°T". (3.8)

20

Next we get similarly the pressure due to the gluons by using Bose-
Einstein’s statistic instead of Dirac’s. The gluon energy is

% dN gaV [ pddp %,
Ey= [ pdp="20 [ = gV T, 3.9
P apT P T e Jy ™ =1 7 9 30 (3.9
The degeneracy number of gluons g is
gq1 = (colors) x (polarisations) = 8 x 2. (3.10)
Using again the 3.2 and 3.9 the pressure due to the gluons is
16
P, = %HT‘*. (3.11)
The total outward pressure inside the bag is then
47.
p =200 (3.12)
90

By setting the pressure P equal the bag pressure B in 3.12 we obtain the
critical temperature of the phase transition

47.57?
From the previous estimate of B/* = 206 MeV, we have T, ~ 136 MeV. As
this model shows, if the temperature of the quark mass exceeds the critical

temperature, the pressure of the bag will not be able to keep the quarks
inside of the bag, and the quark matter will come to the deconfined phase.

T, (3.13)
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3.1.2 High baryon density phase transition

The phase transition to the deconfined state of quarks and gluons is possible
even at 7' = 0. In this case the pressure inside the bag will arise only from
the quarks as a result of the Pauli’s exclusion principle. Since the quarks
are fermions they cannot populate the same states. The number of quarks
populating a state with the same momenta depends on the degeneracy number
of quarks. In the dense matter the quarks have to populate states of higher
momenta to satisfy the Pali’s principle. This mechanism increases pressure
of the gas as the density of the gas increases. When the pressure of the
degenerate quark gas reaches the bag pressure B the matter will change into
the unconfined phase. Since each quark carries baryon number 1/3, the high
density of quarks corresponds to the highly baryon dense matter. Note that
there will be no pressure, in this case of 7" = 0, from gluons. Since gluons
are bosons, they can all populate the lowest momentum state.
To calculate the pressure resulting from the degenerate quark gas we will
use the distribution of quarks in the form of:
2
(fi_];)[ = gq(‘;:;;p for pE <O>NF> , (314)
= 0 for p > pp

where the pup is the Fermi momentum of the highest occupied state. To
calculate the critical density we need the number of quarks N, inside of the
volume V/

o dN we g, Vamp? g,V
N:/—d:/ 9o "D gy = 9023, 3.15
1 o dp P 0 (2m)3 P 672 Hr ( )
The energy E, of the gas in volume V is
ur g V47rp g,V
—/ o = / q p—8q2u‘i~ (3.16)

Using 3.2 one can obtain the outward pressure due to quarks as

_ Y9a 4
P, = YL (3.17)
As previously stated the phase transition will occur when the outward pres-
sure P exceed the pressure B of the bag. The critical Fermi momentum pug il
is then

e (24
pgreet = ( 4 )Bl/4 (3.18)
9q
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From this we can easily get the formula for the needed critical baryon number

; critica
density ng

pgiicat — 10N _ 4 ( 9a )1/4 B, (3.19)
3V 3 \ 2472

After the same substitutions, as in the previous chapter, we get the estimate

of the critical baryon density at the temperature 7' = 0

ngitiedt ~0.80/ fm?®. (3.20)

In normal nuclear matter the baryon number density is ng = 0.14/fm?>.
That means that the critical density is about 5 to 6 times the density of
the normal matter. If the density of baryons exceeds the ngi“e the bag
pressure will not be strong enough to sustain the pressure from quarks due
to their degeneracy. The containment of quarks inside of hadrons will not be
possible anymore.

3.1.3 Phase transition - general case

In previous sections 3.1.1 and 3.1.2 we have discussed two extreme scenarios
under which the phase transition from hadronic mater to QGP can occur. In
the first case, in section 3.1.1, the temperature is very high and the baryon
net density is zero. The second, opposite case, discussed in section 3.1.2, is
a case of zero temperature and high baryon density.

However it is very likely that any prepared system will lay somewhere
between these two extreme cases. In such a case the pressure will arise from
both, the thermal motion and the degeneracy of the fermions. The total
pressure will be the sum of both contributions. All the possible scenarios
can be seen in the phase diagram of the temperature and baryon density, as
shown in the Figure 3.2 taken from [13]. The diagram shows also a schematic
overview of different regions explored by different experimental facilities.
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Figure 3.2: Phase diagram scenarios in different experiments.



Chapter 4

The signals of QGP and
observables

Heavy-ions experiments are designed to measure number of different observ-
ables. It’s unlikely that the conclusive evidence of a formation of the QGP
could be based on a single observable. Instead of that simultaneous obser-
vation of many signals will be required. It is expected that only consistent
analysis of many signal can lead to an unambiguous identification of the
phase transition. Many of the measured signals are only indirect, because
they are related to particles that undergo many reinteractions from the time
of the early collision to the time of the final detection.

In the following section are discussed the most important and promis-
ing measurable signals of different parts of the ultrarelativistic heavy-ions
collision and possible QGP phase transition.

4.1 Electromagnetic probes

Electromagnetic probes, like photons and dilepton pairs[17], are very good
probes. Since they interact only electromagnetically, their mean free path
is much larger than the collision region. They can be good probes for the
very early and hot phases, because they can escape from the system without
being influenced by the hadronization stage.

This ideal case is however little complicated by the existence of other
background sources that can produce photons and dileptons before, or after
the hot stage of the collision. The interpretation of the signal is then com-

18
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plicated by having to distinguish the contributions from different sources.

The electromagnetic emission of real or virtual photons from the plasma
is the only direct observable signal for the study of the quark-gluon plasma
stage.

4.1.1 Dilepton production

In the deconfined phase of quark-gluon plasma, quark can electromagnetically
interact with an antiquark creating a virtual photon v*. This photon will
then decay into a lepton-antilepton pair. The Feynmann diagram of the
reaction ¢ + § — (11~ is shown in the Figure 4.3.

Figure 4.1: The Feynmann diagram for the reaction ¢ +§ — It +1~.

The system of the produced [ 41~ pair (dilepton) is characterized by the
invariant mass M? = (IT +1[7)?, dilepton four-momentum P = (I* +~) and
the dilepton transverse momentum P, = (IT 4 [7). After the pair of [T and
[~ is produced, both particles have to pass trough the collision region where
they can interact only weakly or electromagnetically. Since the cross section
for an interaction between another charged particles behaves like /s, it is
unlikely that the leptons would suffer another interaction before leaving the
region.

The production rate and the momentum spectrum of the produced dilep-
ton pairs, as shown in [12], depends on the momentum distributions of quarks
and antiquarks in the plasma. For this reason the dileptons are suitable to
probe the thermodynamical conditions in the plasma.

There are however other processes that can produce dileptons and thus
blur the signal from QGP.

An important contribution to dilepton production comes from the Drell-
Yan process[12]. In this process, as shown in the Figure 4.2, in nuclear
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collision, a valence quark of a nucleon of one nucleus interacts with a sea
antiquark of a nucleon of the other nucleus. The quark and antiquark anni-
hilate into a virtual photon which then decays to [Tl pair. This process is
most important for large values of the invariant mass of the dilepton pair.

Figure 4.2: The diagram of the Drell-Yan process leading to the production
of a dilepton pair.

Another contribution to the dilepton spectrum comes from the decays
of hadrons and resonances. Dileptons can be produced in processes like
7T +7~ — 1T+ or by decays of hadron resonances such as p, w, and J/1.

Hadrons and resonances are produced mainly in the initial collision. After
the chemical freeze-out, the interacting hadronic gas can also produce same
resonances. The dileptons coming from decays of hadron resonances will
manifest themselves as peaks in the invariant mass spectrum of the [t + [~
pairs with the width corresponding to their mean life time.

4.1.2 Photons

In the quark-gluon plasma the source of real photons are mainly two inter-
actions:

1. ¢+ @ — v+ g annihilation
2. ¢+ g — v+ q Compton process

There is also the ¢ + § — v + v interaction, but the total cross section is
much smaller then for the previous two processes.
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The photons produced in the QGP are mixed with photons from other
background sources. Those are mainly photons from the initial interaction
of the incoming partons, photons from the decays of produced 7° and 7.
There are also photons from the reactions like 77 — pvy , 7p — 7y or
decays p — mmy, taking place after the hadronization of QGP, inside the
transversely expanding hadronic gas. In order to interpret right the signal
from photons it is necessary to know well the signal of this background.

4.2 Strangeness enhancement

Enhanced strangeness production is another signal from the QGP[12]. If
the plasma reaches the thermal equilibrium, the expected temperature is
about 150-200 MeV. In a plasma the mass threshold to produce ss pair is
lower than in a hadron gas, where usually the AK and KK pairs are created
(E > T00MeV). The s quark will, with high probability, combine with
other quarks creating a baryon and the antiquarks 5 will combine with a
quark to create a meson. This all will lead to an enhanced production of
strange particles like A and K. Also, as the baryon density increases and
the light quarks have to populate states with higher energies, it’s getting
more favorable to produce the strange quarks. More about the strangeness
production at RHIC can be found in [18].

4.3 J/1¢ suppression

J /1 suppression signal, as predicted in [16], tests the production of the char-
monium in the heavy-ion collisions. If nuclear collisions lead to the formation
of the deconfined quark-gluon plasma, the color charge of quarks is screened
by the Debye screening, similarly as in the QED [19]. Since the linear confin-
ing part of the strong force potential vanishes in the QGP, there remains only
phenomenological Coulombic potential between the quarks. This potential
is changed due to Debye screening of color charge as

1
Vg & ;e_T/AD’ (4.1)

where A\p = \/gg%r, which is analogous to Debye length in QED. At high
temperatures, the range of the interaction gets smaller than the distance
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between c and ¢ quarks in J/1. It’s then impossible for the charmed quarks to
create the bound state. The ¢ quarks and the ¢ antiquark will then hadronize
with the light quarks and antiquarks to create ‘open charm’ mesons.

4.4 Jet quenching

Hard processes are mainly associated with the initial stages of the collision.
The jets created in the beginning of the collision have to pass trough the
medium, but are less affected by the final hadronization. These jets can be
used for the study of the early parton dynamics and evolution of the QGP.

Jet quenching is studied through high p, hadron spectra, because high p,
particles come from the jet fragmentation. The high energy partons produc-
ing these jets interact with the dense medium and loose energy in it. There-
fore the jet quenching causes suppression of high p, spectra. The energy-loss
of the partons in the dense matter is very sensitive to the density and can
thus be used as a probe of the dense matter created in the ultrarelativistic
collisions.

4.5 Single particle spectra

The study of single particle spectra and ratios of different particles can pro-
vide informations about the degree of thermal and chemical equilibrium
reached in the evolution after the collision. For such analyses mainly the
transversal components of the momenta or masses are considered, because
they are stripped off the non-thermal components. With these analyses one
can obtain informations about the collective motion called the “transversal
flow”[13].

4.6 HBT interferometry

Classical interferometry is based on the superpositions of amplitudes of two
or more physical waves. Examples of such an interferometry can be found
in mechanics or optics. However in Hanbury-Brown Twiss interferometry it
is not the amplitudes, but the intensities that are superposed. It is a quan-
tum mechanical effect. Instead of measuring the amplitude of an observable
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at one point in the space, we measure the interference of probability ampli-
tudes for finding two identical particles at two different space-time or energy-
momentum points. This technique was first used in 1956 in astrophysics by
Hanbury-Brown and Twiss[32] for measuring the angular diameter of a star.

What is measured is the correlation in space-time or energy-momentum
for two identical particles (the HBT effect) that comes from the symmetriza-
tion of a wave function of bosons (Bose-Einstein effect), or antisymmetriza-
tion in the case of fermions (Fermi-Dirac effect). The size of the correlation
depends on the size and properties of the emitting source.

For a simplified description we will follow the approach described in [12].
More detailed description of this method and it’s application in the relativis-
tic heavy-ion physics can be found in [27].

First we need the probability amplitude ¥ (k :  — z') for a particle with
a four-momentum & to be produced at a space-point x and detected at z’.
For a particle moving along it’s classical trajectory it can be calculated as

U(k:z — ') = Ak, z)e@ k@), (4.2)

where A(k, x) is a probability amplitude for the production of a particle with
four-momentum & at z. The ¢(z) is a production phase. The particle can
be produced from the whole source, we thus have to sum over the source:

U(k: {source} = ') = S Ak, z)e?@ ek (@), (4.3)
source T
If the source has continuous space-time density p(z)the summation in 4.3
changes to an integral over x

oo — dz p(x)... . (4.4)

source T source

Now let’s consider two identical bosons, with a four-momenta k; and
ko, emitted from the source, and detected at space-time points x| and x}.
Because of indistinguishability of the bosons and the Bose-Einstein statistics
of identical bosons, the probability amplitude ® must be symmetrical with
respect to an interchange of the particles. After this symmetrization we get

d = (kl, xl)eida(wl)A(kQ’ x2)6i¢(z2)eikl-(zl—z’l)eikz.(zg—zg)

1
—{A
V2 t
+A(ky, £2) €T A(ky, 1)@ k1 (2=21) gika-(z1-23)1
e )2 B (k1 ko : 1179 — 7)), (4.5)
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Figure 4.3: A boson of momentum k; is detected at zj and another identical
boson with momentum k£, is detected at x,. Since we cannot distinguish
the particles from each other, we have to consider a superposition of both
trajectories.

where ®(ki1ky : 129 — z)2))) does not depend on the production phase ¢.
The total amplitude is then again a summation over the whole source:

U(kiky : {source} — ziah) = Y ek ky 1 1179 — 217). (4.6)

T1,T2
The two-particle momentum distribution P(k1, k2) is then given by

1
P(ky, kz) = 5 [¥ (ks : {source} — x| (4.7)

An important assumption that has to be made is about the production phases
¢ of the source. If we suppose that the source is chaotic, which means that
the production phase is random, the 4.7, as shown in [12], simplifies to

P(ky, k) = |®(k1ks : {source} — z'\2)|". (4.8)
This can be written in the form of integral

P(ky, ko) :/ dzydzy p(z1)p(xs) |®(kiky : {source} — zizh)|*. (4.9)

source
After some manipulation we get

2

Plki,ks) = PUk)P(ky) + | [ do p(@)A(ks, 2) Alks, )] (4.10)
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where P (k) is a single particle momentum distribution. After some renaming,
we get from 4.10

P(ky, k) = P (k1) P(k2) (1 + ‘/dl" B kT (@, by, k)

2) o (411)

where p.sr is the effective density

_ p@)A(ky, x)A(ks, )
,Oeff(.T,kl,kz) = P(kl)P(kz) . (4.12)

The Fourier transform of pesf(x, k1, ko) is

ﬁeff(q, k1,k2) = /dl" eiqueff(xaklak2)a (4-13)

where ¢ = k1 — ky. The two-particle distribution function P(kq, k) from 4.11
changes to

P(k1, k5) = P(k1)P(ka) (14 |pess (g, kr, ko)) (4.14)
What we measure, is the correlation function defined as

P(p1,p5)

Colpl, 1) = ——o . 4.15
2(p1 p?) P( 1) p2) ( )

From 4.11 we have
C2(p_iap_§) =1 + |ﬁ€ff(q7 kl; k2)|2 . (416)

From 4.16 we see that, for the chaotic source, the two-particle correlation
function for bosons Cs(p1, p3) is related to the Fourier transform of the effec-
tive density.

A typical correlation function Cs is shown in the Figure 4.4. This figure
was taken from [20].
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Figure 4.4: Two-particle correlation function of a source with a typical length
scale R of 6 fm. Figure from [20]



Chapter 5
Silicon Vertex Tracker at STAR

5.1 STAR

The STAR[22] stands for Solenoidal Tracker At RHIC. The baseline config-
uration of the STAR detector consists of a system of subdetectors inside of
a large room temperature solenoidal magnet. The schematic drawing of the
detector is shown in the Figure 5.1. The main detector is the Time Projection
Chamber (TPC)[21]. The TPC tracks charged particles with the pseudora-
pidity |n| < 1.8 for collisions in the center of the TPC with full azimuthal
coverage. The TPC is placed in the magnetic field of strength of +0.25 T
or £0.5 T, allowing tracking of particles with momenta p; > 75MeV/c. A
typical central collision at \/Syy = 200 GeV, as it was recorded in the TPC,
is shown in the Figure 5.2.

The central trigger barrel (CTB) is an array of scintilator slats which is
arranged around the TPC. The CTB is used for measuring the multiplicity of
charged particles streaming from the collision. Because of it’s fast response
it is used in the level 0 triggering. Another detector used for triggering
together with the CTB is the Zero degree calorimeter (ZDC). There are
two ZDC located at £18m from the detector center. They are placed at
|sinf| < 0.002. That allows them to detect the fragmentation neutrons from
the collision and measure their energy. The signal from ZDCs is used in the
coincidence with the CTB for triggering. Both the ZDCs and CTB can be
used for computing the centrality of the event.

To detect particles that emerge under small angles and cannot thus be de-
tected by TPC two Forward time projection chambers (FTPC) are installed

27
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Figure 5.1: Schematic view of the STAR detector.

Figure 5.2: Tracks of charged particles from a central collision of two gold
atoms at v/Syy = 200 GeV that were recorded by the Time Projection
Chamber of STAR.



CHAPTER 5. SILICON VERTEX TRACKER AT STAR 29

at the sides of the detector. They differ from the main TPC not only in
the size, but also by the direction of the drift. While in the main TPC the
drift is longitudinal along the beam pipe, in the F'TPCs the drift is diagonal,
perpendicular to the beam pipe.

In the 2001 year run there were also installed first slats of the Electro-
magnetic calorimeter (EMC). These first parts were for testing purposes, but
during this years upgrade the whole calorimeter will be placed inside. The
EMC is positioned between the TPC and the coils of the magnet. During
the upgrade period a new end-cap calorimeter will be placed in the detec-
tor. Also the vertex detector will be enhanced by one layer of a silicon strip
detector.

5.2 SVT

One of the STAR detectors is the Silicon Vertex Tracker (SVT)[23, 24]. With
only the TPC, STAR can detect only particles with p, > 75 MeV /¢, and
has thus a limited accuracy and efficiency for the study of short lived parti-
cles that decay before they reach the inner layer of the TPC. Multi-strange
baryons cannot be studied using only the TPC.

The SVT detector enhances STAR capabilities for particle identification
and momentum resolution, and extends the detectors acceptance for low p
phenomena. It offers unique capabilities for the study of strange and multi-
strange particle production and makes possible the HBT interferometry using
neutral particles. The SVT can also be used in the algorithms of the third
level triggering. The most important improvements in the STAR physics
capabilities due to the SVT are the following:

Flavor physics

One of the signs of the formed QGP might be the enhancement of the relative
abundance of strange to non-strange quarks[12][26]. The addition of the SVT,
with its high position resolution close to the production vertex, allows the
elimination of most of the combinatorial background and greatly improves
the detection efficiency for strange particles.
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Low p, physics

Enhancements in the low momentum part of invariant cross section spectra
were discovered in heavy-ion reactions at CERN and AGS. The phenomena
related to pion p, spectra under 200MeV/c is not fully understood. Results
from AGS for low p, kaons also reveal a very steep component at very low
p1 (below 50MeV) which might be linked to QGP production. The high
position resolution and low p, acceptance of the SVT for pions, kaons and
protons is mandatory for the these studies.

HBT interferometry with neutral particles

Measurements of the two-particle Bose-Einstein correlations can be inter-
preted in terms of the space-time structure of the emitting source and can
provide a signature of the QGP formation[27]. Kaon interferometry offers
significant advantages over pions with respect to the final state interactions
and resonance formation, which obscure the interpretation of the measured
data. The SVT is essential for the K3 interferometry, because it enables
efficient secondary vertex reconstruction.

Other SVT capabilities

The Svt also enhances the capabilities of STAR detector in areas where the
TPC performance is improved by combining the SVT and TPC measure-
ments.

Primary track reconstruction: The SVT extends range of primary particle
reconstruction and also enhances the tracking efficiency for momenta below
400MeV/c.

Particle identification: The good dE/dx resolution of the SVT comple-
ments the identification capabilities of TPC. Addition of SVT extends the
upper limit for K - 7 separation to about 600MeV/c and for p - 7 to about
800MeV/c.

Two-track resolution: HBT analyses depend on the ability to separate
tracks with small relative momenta. The improved two-track resolution of
the SVT-TPC system can increase the maximum source size to which STAR
is sensitive.

Secondary track reconstruction: The position of the SVT close to the
primary vertex enhances identification and reconstruction of decay vertices.
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High p, : At high p, the momentum resolution of TPC is restricted by
it’s position resolution (=~ 700um), which limits the determination of the
curvature of these nearly straight tracks. SVT provides accurate position
information near the main vertex, thus improving the resolution for high p, .

Primary vertex location: The SV'T improves the main vertex position
resolution. That is especially useful in low multiplicity events. It should also
enhance the ability to reject multi-vertex events.

Triggering: The SVT provides the third level trigger capabilities. It is
possible to access particle spectra within a few tens of milliseconds. This
makes possible to trigger on, for example, particle ratio fluctuation or low
momentum enhancement.

5.3 General principles of silicon drift detec-
tors

Silicon drift detectors (SDDs) could very shortly be described as “solid state
TCPs”. These detectors combine some of the main advantages of the nor-
mal gas drift chambers (like the small number of readout channels) and the
advantages of solid state detector (such as the excellent position and energy
resolution). They operate in a fashion similar to conventional drift cham-
bers, but the gas is replaced by n-type silicon, as first proposed by Rehak
and Gatti[28].

Schematic drawing of the silicon drift detector is shown in the Figure 5.3.

The detector is made of thin n-type semiconductor wafer of a thickness
of 300 ym. There are P+ cathode strips implanted symmetrically on both
sides of the wafer. At the edge of the wafer are placed N+ segmented anodes
of a size 200 pm x 200 um at a pitch of 250 um.

When a charged particle passed trough the detector, it ionizes a small
region. The free electrons then drift inside of the n-type bulk to the anodes
at the end. The electrons are kept in the bulk and directed toward the anode
by an external field created by the implanted P+ cathodes. The drift velocity
of electrons inside the silicon[30] is

Udrift = ,U'E7 (51)

where vgpip; is the drift velocity, p is the electron mobility and E is the
electric field. If the bulk of the silicon is without non-uniformities in doping,
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Figure 5.3: Schematic principle of the silicon drift detector. Figure from [29).

the electron mobility is constant. If a constant electric field is applied then
the drift velocity is constant as well. Thus from measuring the drift time it
is possible to calculate the drift distance. From this point of view the whole
detector can be divided into two parts: the drift region (most of the detector)
and the focusing region (around the collecting anodes). The position of the
hit on the axis perpendicular to the drift is measured by the position of the
anode that collected the drifting charge. As the cloud of the electrons drifts
toward the anodes it spreads due to the diffusion and Coulombic repulsion.
This causes the signals to appear on more that one anode. The exact position
of the hit can be calculated from the distribution of the charge with better
precision than is the pitch o the anodes. The expected position resolution
along the anodes is about 25um.

5.3.1 p-n-p junction potential

The detector can be seen as two back-to-back p-n junctions[30]. It’s thus
important to understand the function of the p-n junction in order to describe
the bulks depletion and the creation of the drift field. The p-n junctions are
operated at reverse bias. This creates a region depleted of mobile charge
carriers, which is the active region of the detector. As the reversely biased
potential is increased the depletion zone extends deeper into the silicon. If
we consider the junction to be infinitesimally small, the potential around the
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p-n junction and the depth of the depletion region can be calculated using
the Poisson’s equation in the n-type

PV, (r) el

- — 2
dz? € (5:2)

and p-type silicon ,
d*V,(z) eN,

Frca — (5.3)
where e is the electron charge, € is the dielectric constant in silicon and the
N, and N, stand for the concentration of donors and acceptors. The silicon
is doped with donors where z > 0 and acceptors where x < 0.

The depth of depletion W,, and W), in the n-type and p-type silicon layer
depends on the boundary condition for the electric field £ and the potential.
If the n-type side is held at the ground potential and at the p-type side is
applied biased potential —V};, the boundary conditions for electric field are
E(W,) =0, E(W,) = 0 and for the potential V,,(W,,) =0, V,(-W,) = = V.
The equations 5.2 and 5.3 then give the potentials

Va(z) = —ez—J\f(x—an (5.4)
V) = S W)= Vi 5.5

At the junction (z = 0) the potentials V;, and V,, must be equal. Consid-
ering also that the overall net charge must be zero, from which follows

Ny-W, =N, -W,, (5.6)

it is possible to get the total depth of the depleted region Wigey = W) + W,

2¢ N, + N,
Wiotar = ;NiNdd‘%i‘. (5.7)

The silicon used for SVT has the donor doping of 1.0 x 10'2 em =3 for the
n-type bulk and acceptor doping of 1.0 x 10'® em =3 for the p-type cathodes.
The equation 5.7 can thus be approximated as

eN,

Wtotal = (58)
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As previously stated, the detector can be considered as two back to back
junctions. If there is no voltage applied, the depleted region is only under
the p-type cathodes leaving the rest of the n-type bulk conductive. This
conductive area can carry thermally generated electrons that create the noise
in the detector. By increasing the potential at both p-type sides the depleted
region can be extended further to the n-type bulk. With a sufficiently large
potential the whole detector can be fully depleted as shown in the Figure 5.4.
Since the doping of the p-type side is much bigger, the cathodes can be quite
small, and the main part of the depleted area is the n-type bulk. With this
potential, any electrons created by incident particles inside of the depleted
region will be confined in the middle of the silicon bulk.

In order to read the signal, the created electrons have to be brought to
the collecting anodes at the end of the wafer. This is made possible by
superimposing a linear potential, parallel to the surface, with the parabolic
potential that holds the electrons in the bulk. The linear potential is created
by gradual increase in the bias potential on the cathodes on both sides of the
wafer. This creates the linear electric field in the drift direction. Typical field
strengths used for drift detectors are from about 200 V/em to 800 V/em.

In the focusing region of the detector the drifting cloud of the electrons has
to be brought to the surface to the collecting anodes. This is done by applying
different bias potentials at opposite sides of the wafer. The minimum of the
potential valley is this way gradually shifted from the center of the bulk
toward the anode. The shape of the potential inside of the detector in the
drift region and in the focusing region is shown in the Figure 5.5 and the
Figure 5.6 .

5.4 Silicon drift detectors in heavy-ion physics

The properties of the silicon drift detectors make these devices suitable for the
use in the heavy-ion experiments. The SDDs give 2-dimensional information
with a comparable precision to the strip detectors. They are capable to
handle high multiplicity events. Their main advantage, when compared to
other semiconductor detectors with comparable precision, comes from the
low number of readout channels. The number of readout channels and front-
end electronics grows linearly with the covered area ,instead quadratically,
like in the case of pixel detectors. They are thus much cheaper then pixel
and also strip detectors.
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On the other hand, there are some drawbacks connected with this design.
Since the electrons have to travel trough the whole detector before they are
detected, the detector is slower then pixel detectors. It takes about 5 us
to read out the detector. The detector cannot thus be used for the low
level triggering. Also, since the detector reads out the signal continually,
the events have to triggered from outside, based on information from other
detectors.

5.5 SVT setup

The SVT consists of 216 silicon drift detectors (SDDs) mounted on the three
concentric barrels. Figure 5.7 shows the schematic SVT layout. Barrels
consist of 6, 12 and 16 ladders which carry different number of SSDs. The
detector is designed to cover pseudorapidity region —1 < 7 < 1 while min-
imizing the number of used silicon wafers. The inner layer’s ladders carry
4 SDDs, the middle ones carry 6, and the outer ones carry 7 SDDs. Each
barrel consists of two “sublayers” which are tiled with respect to each other
to minimize dead areas. The detector has an active length of 42 ¢m and a
diameter of 30 cm. The geometrical specifications are listed in the Table 5.1.

length of active area | 42 cm (max.)
inner barrel radii 5.97 cm
middle barrel radii | 10.16 cm
outer barrel radii 14.91 cm
number of wafers 216

inner barrel 32 (8 x 4)
middle barrel 72 (12 x 6)
outer barrel 112 (16 x 7)

Table 5.1: Specifications of the SVT.

The ladders are made of Beryllium frame to which are epoxied the silicon
wafers. The front-end electronics for each ladder are epoxied on carbon-
fiber electronic carrier that contains small channel trough which flows water
in order to sink the heat created from the electronics. The ladders and
electronic carriers are supported at each end by two Beryllium end caps.



CHAPTER 5. SILICON VERTEX TRACKER AT STAR 36

5.6 STAR-SVT SDD design

The SDD detectors used in STAR-SVT are made of 280 um thick silicon.
The detector’s size is 63 mm x 63 mm. It’s divided into two half-detectors
with opposite direction of drift by the so called ”continental divide”, the
central cathode that receives the maximum voltage bias. This design allows
the detector to work with smaller maximum voltage. This helps to keep the
drift speed constant, because in the used electric field the electron mobility
is well independent of E. Also the spread of the drifting electron cloud is
smaller due to the shorter drift distance. This increase of precision is at the
cost of doubling the number of readout channels and electronics.

At the ends of both drift directions are the readout anodes of a size
200 pm x 200 pm at a pitch of 250 yum. The Figure 5.8 shows a detail of a
corner of the SDD. In each drift direction, there are 220 P* cathode strips
implanted on both surfaces with a spatial pitch of 135 ym to maintain the
linear drift field inside the bulk. The adjacent cathode strips are connected
with the “M” shaped resistors to create the gradual decrease of the bias
potential. On the lateral side the guard lines connect to every 10th cathode
of each half-detector. These lines connect each 10th cathode of one half-
detector to that of the other half. It means that only one half of the detector
needs external bias, and the other half is biased automatically. The guard
lines also create the necessary guard area that controls the voltage gradient
from the high-voltage center of the detector to the sides of the silicon wafer.
The guard area is minimized so that the active area of the detector covers
94.5% of the detector.
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Figure 5.4: The p-n-p junction in the SDD partially and fully depleted.
Figure from [29].
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Figure 5.5: The electric potential in the drift region of the silicon drift de-
tector.
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Figure 5.6: The electric potential in the focusing region of the silicon drift
detector.
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Figure 5.7: The schematic layout of the SVT.
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Figure 5.8: Detail view of the corner of the SDD used in STAR. Figure from
[23].



Chapter 6

Drift speed calibration

For a drift detector it’s important to achieve as good hit resolution as pos-
sible in the drift direction. Resolution in the drift direction is sensitive to
maintaining highly linear drift field across the detector. The drift velocity
depends mainly on the applied electric field, magnetic field and temperature.
In this chapter we will discuss the effects of the electric field non-linearities
that depend on the temperature changes.

The nominal working voltage of the STAR SDDs is —1500 V' which makes
an electric field of E' = 500 V/cm. For electric fields smaller than 1000 V/ecm
the electron mobility p. can be considered independent of E. The drift
velocity for the field of E = 500 V/em is then about 6.75 pum/ns.

6.1 Drift non-linearities

6.1.1 Position dependent non-linearities

The linearity of the drift field was measured in the laboratory using laser of
A = 820 nm [23]. Figure 6.1a shows the measurement of the drift distance
versus the drift time. Measurements were made with 100 pum steps in the
drift distance and temperature controlled to about 0.1 K. The measured
dependence is apparently linear and can thus be fitted with a line. The
deviation from the linear fit is shown in the Figure 6.1b. It can be seen from
this that the main non-linearity is in the focusing region of the detector.
The first approximation would be to use a function consisting of two linear
function with different slopes. For better precision is necessary to use a

40
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polynomial of higher order.

The laser measurements were made using laser corresponding to hits of
about 10 MIP. To obtain the estimate of a possible achievable resolution of
the SV'T the whole process was repeated with 1 MIP laser hits. From these
measurements, in well controlled environment, the resolution estimate is 20
and 25 pm in the anode and drift direction.
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Figure 6.1: (a)Laser measurements of drift time versus drift distance;
(b)difference between measured data points and a straight line fit. Figure
from [24].

In order to achieve good resolution it’s necessary to know well the drift
velocity. Before the assembling, the whole detector was mapped using the
laser in order to be able to correct for the drift field non-linearities.

6.1.2 Temperature dependent non-linearities

The electron drift mobility in the silicon depends strongly on the temper-
ature. During the tests of the detector, temperature changes of the size of
0.1 K were measurable. At the room temperature the electron mobility is
proportional to the term

e = T7P, (6.1)
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where [ =~ 2.4, when T is about 300 K. The mobility is then

TN 5
Ve = Heo (ﬁ) E, (62)
where Ty = 300 K, peo is the electron mobility at 7y, and v, is the drift
velocity. This means that the time of detection, at the collecting anodes, of
two hits arriving from the same position will change by At if the temperature
changes by AT. For small fluctuations around the 7} it’s given as

At = (ﬁ) Az = (u 1§T0> sAT. (6.3)

If, during the reconstruction, we assume the unchanged drift velocity vo(Tp),
the error of the position of the reconstructed hit is

Az = ﬁxAT = az £ (6.4)
TO X TO

Note that the error due to the temperature fluctuations grows not only with
the temperature, but also with the drift distance. Thus the SDD consisting
of two half-detectors is less sensitive to temperature fluctuations. For a drift
distance of 1 ¢m the error is Ax/AT = 80 pm/K at the room temperature.
The maximum drift distance at SVT is about 3 e¢m and the temperature
fluctuations are 1 K.

From this we see that, for a good accuracy, it is necessary to control
the temperature of the silicon to less then one degree, or perform an on-line
drift velocity calibration. The on-line calibration can be done by injecting a
charge into the bulk of the detector at an exactly specified position.

6.2 MOS injectors

In SVT the Metal-Oxide-Semiconductor structures (MOS) are used for injec-
tors. More generally this structure is called Metal-Insulator-Semiconductor
(MIS). As the name suggests, this structure is made of three layers of dif-
ferent materials (detailed description can be found in [30].). In our case the
used metal is aluminum and the semiconductor is the n-type silicon bulk of
the detector. The role of the insulator plays the silicon dioxide (Si0y) layer
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that was thermally grown during the detector production process. The injec-
tors consist of a continuous aluminum line ~ 8 um wide over a 3500 A thick
layer of SiO,. These injectors make no contact with the bulk of the silicon.

At the surface, between the cathodes, is the layer of SiOs, which traps
positive charge. This charge creates potential well in the drift field close to
the surface of the bulk. As show in the Figure 6.2, there are pockets in the
potential close to the surface between each two adjacent cathode-lines. The
detail of this pocket in the potential is in the Figure 6.2.
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Figure 6.2: Map of the electric potential under the MOS injector.

The well is partially filled with electrons. The number of accumulated
electrons is the result of a dynamical equilibrium between the number of
electrons generated in the bulk and surface, and the number of electrons
that escape out of the well. The MOS structure of the injector is created
above this potential well. The injectors work by disturbing this equilibrium
and forcing the electrons out of the well into the bulk. More about the
function, design and performance of injectors can be found in [25].

Once the electrons are injected into the bulk, they drift in the mid-plane
of the SDD from the injector following the same path to the collecting anodes,
as would the electron cloud from a normal particle hit. They are subjected
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to the same changes in the drift velocity, but the position of their origin is
exactly known. They thus provide a good method for calibrating the drift
velocity of the electrons in the SDD.

6.3 Injectors at SVT

The drift detectors used at SVT are equipped with total number of six MOS
line injectors per detector. Two of the injectors are placed at the beginning
of the wafer, at the top and bottom. These two injectors inject into the
region of the collecting anodes. These are used for testing the functionality
of the anodes. They should also be used to obtain the exact “t, position” !.
The other four injectors are placed at different distances from the collecting
anodes. The distances are listed in the Table 6.1.

Injector | Drift distance
ll) 2275 uym
nl 9968 um
n2 19698 um
n3 29948 um

Table 6.1: Distances of the injectors from the center of the collecting anodes.

An ideal situation would be to measure the drift time of the electrons
from these injectors, and then fit the measured points with a curve that
was previously measured at a fixed temperature. An example of a typical
good injector event is shown in the Figure 6.3. The event is shown in the
graph where x-axis represents the anodes (1 bin is 250 um) and on the y-axis
is the drift time. One time bin on the y-axis is 40 ns which corresponds
approximately to 300 um. The histogram shows the signal which depends
on the amount of collected charge (the ADC value). However the injectors at
the SVT do not work properly. They work irregularly, and on only few places.
The injectors were designed to work with voltage pulses of about 5 V| with
a possible maximum of 15 V. When the SDDs were tested, it was decided
that the maximum voltage of 15 V will be used instead of the recommended

!Because the readout of the detector is continuous the recording of event has to be
triggered from outside. %o is the position in the drift region where the recorded event
starts.
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Figure 6.3: This picture shows the lines from the injectors. Three lines are
clearly visible, only the first “n0” injector is not.

5V, since with this pulse the injectors work the best even though it creates
additional noise in the detector. In the year 2001 there were other problems
concerning the detector. The main problem was a high noise in the detector.
Because of this noise was the detector turned off for some time in order not
to slow down the whole experiment by the big amount of data generated by
the noise. This noise did not only complicated the reading of the particle
hits, but also blurred the injector signals. In the Figure 6.4 are shown two
injector events with the noise. In the beginning of year 2002 most of the noise
was diagnosed to origin from bad grounding of the high-voltage power supply.
After that was almost all noise in the detector, in physics events, removed,but
there is still some noise remaining in the injector events at lower time bins.

As can be seen from the pictures, the drift speed calibration, using the
injectors, is not just problematic, but there is a question if it can be done at
all.

6.4 Injector functionality status

Since the injectors work only on same places, and suffer from the noise, we
first of all have to know if there are some places where the injectors work
properly all the time or at least most of the time. One of the things we need,
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Figure 6.4: Two consecutive injector events with a varying noise.

is to separate the noise from the signal of the real injectors. Because the
position of the noise varies with time, it is desirable to suppress the noise
by averaging over a number of injector events. In these averaged events the
signal from the noise, that shifts from place to place, will be lower, but the
signal on places where the injectors work regularly every event will be the
same, thus the signal to noise ratio will be increased. Another important
question is whether the performance of the injectors changes with time as
the detector is being used.

In the Figures 6.5, 6.6, and 6.7 are three pictures of the detectors on
the same ladder of the middle barrel of SVT. These figures were made by
averaging over 100 injector events. Data for each of the pictures were taken
at different times. The data for the first Figure 6.5 of the averaged injector
events were taken in July 2001 in the beginning of the 2001-year run. At
that time the whole detector suffered from high noise, as shown in the Fig-
ure 6.4. It can be seen that, as we averaged over the 100 events, the noise
was suppressed and the places, where the injectors worked regularly, stepped
out. This also shows that the places, where the injectors work, do not change
from event to event. If the behavior of the injectors was this constant over
a long time, it would then be possible to choose the best visible lines and
use them for calibration. To see the behavior of the injectors over a longer
period of time there are the other two picture. The data for the Figure 6.6
were taken in the beginning of year 2002 shortly after most of the noise was
removed, which shows as almost no background. Data for the last Figure 6.7
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were taken in March 2002 before the STAR detector was disassembled, when
the SVT was off for a longer period before the data were taken.

From this, and also other data taken during year 2001 and beginning of
the year 2002, we can see some important issues concerning the functionality
of the injectors of SVT. Even though the places, where the injectors work,
don’t change from event to event, they vary a lot on a longer term basis. So
far it seems that the longer is the detector turned on, the better the injectors
work, and also on more places. This means that the injectors work the worst
shortly after the detector is turned on after a longer period when it was
not used. Another issue is the prevailing noise in the beginning of the drift
region. This noise is on all detectors and completely blurs the signal from
the first injector “n0” which is around time bin 10. For this reason there are
only three injectors that can be used for the calibration.

For the calibration we need to choose the best working parts of the injec-
tors. If we look closely at the previous figures, there are only couple places
where the injectors work every time. All these places are between anodes 9
and 11 or between anodes 230 to 232. These places are at the ends of injector
lines. The injector lines end at the so called bonding pads, where is their
size increased from 8 pm to about 100 pm in order to connect them with
the voltage supply. These bigger parts of the injectors create greater signal
and are thus more reliable. Because the spots from the bonding pads appear
regularly in most events, we will use them for the calibration.

6.5 Drift speed calibrations using the injector
bonding pads

As we have shown above, the injectors on SVT don’t work properly. The
injector events, instead of looking like in Figure 6.3, are usually like the
event in Figure 6.4. We can see, that only the signal from the bonding pads
is well visible. Because there can be a difference in the drift velocity inside
one SDD we will separately analyze the spots at the first and last anodes.
The size of the hits from the bonding pads are about three anodes wide.
However some of the bonding pads do not work properly too, and some of
the anodes on which lay the the bonding pads are damaged. For this reason
the first thing to do was to map the detector and create a list of the good
bonding pads that will be preferably used.
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We are interested in the time-position of the spots from the injectors. We
will get the position by charge weighted average. In order to do this, we need
to know the right value of the signal measured at the collecting anodes.

6.5.1 Signal mapping

When, in the SDD, the charge is registered at the collecting anodes, the
signal is processed, and written to a 10-bit number. This signal in 10-bits
is transmitted to the Data Acquisition (DAQ). The DAQ then sends all the
data from all the sub-detectors to the storage. Because the speed of the data
taking of the whole experiment is limited by the bandwidth between the DAQ
and data storage, the data from SVT have to be sent in only 8-bit number.
This means that all numbers in (0,1023) have to be mapped into (0,255).
The mapping used in SVT is linear with two different slopes in two regions.
The First interval (0,127) is mapped one-to-one into the same interval. The
second interval (128, 507) is mapped three-to-one into the interval (127, 254).
The rest of the interval (507,1023) is mapped into a single number 255.

During the analysis, the reverse mapping has to be done. Because all the
bins above 507 are showing as 255, all the hits that saturate to 255 have to
be discarded, since we cannot calculate their exact position.

6.5.2 Spectrum of individual hits

As an illustrative example we will take one of the detectors from the middle
barrel. The injector event on one half-detector is shown in the Figure 6.8.
We chose this detector, because it has good hits on all upper three injectors.
The first “n0” injector is unrecognizable because of the noise. Since this is
very common, we will not use the first injector for the calibration. This SDD
represents quite well the rest of the SVT. In the following analyses we will
show the results for the hits marked in the Figure 6.8. As stated before, the
hits from the bonding pads are usually about three anodes wide. We get
the time position of the injector hit by averaging over the hits on individual
anodes belonging to the hit. Before that, we show in Figure 6.9 spectrum of
hits on individual anodes for all three marked injector spots. The spectrum
was made from 100 consecutive events. These events were taken within
couple seconds so there is neglectable change in the temperature. They thus
give a good estimate of the accuracy of the signal from the bonding pads.
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Figure 6.8: Injector event with visible hits from the injector bonding pads
that can be used for the drift speed calibration.

From the Figure 6.9 we can see that the signal is about one time bin? wide
and it’s structure resembles three peaks. These three peaks are a result of the
so called “ty jitter”. We can greatly improve the accuracy by implementing
a “ty jitter” correction.

Ty jitter

The %, jitter comes from the timing of SVT and RHIC. At RHIC there are
57 bunches of gold ions traveling in the ring. The bunches cross at the
interaction points on 105 ns intervals, which is known as the RHIC strobe or
clock. SVT derives its timing from this RHIC strobe.

The measured signal of SVT is recorded by Switched Capacitor Arrays
(SCA) (more about SVT’s front-end electronics can be found in [24]). The
SCAs are running at 8/3 of the RHIC strobe. This makes a SVT time bucket
40 ns long.

Because the SCAs are running at 8/3 RHIC strobe, there are 3 possible
phases relative to the RHIC strobe at which the SCA’s can be stopped, as
shown in the Figure 6.10. The SCAs are stopped at the first possible full SCA
clock after notification of the event. This phase is written out for each of the
24 individual Read Out (RDO) boards. Since we know which SDD belongs

20ne time bin corresponds to about 300 um distance in the drift direction.
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CHAPTER 6. DRIFT SPEED CALIBRATION o4

to which RDO board, we know which phase to subtract. Looking at the
Figure 6.10 we can have 3 offsets: AT, = 0ns, AT, = 15ns and AT, = 30 ns.

RHIC =105 ns

SVT A0 ns

Figure 6.10: Schematic view of the difference between the RHIC and SVT
timing.

6.5.3 Corrected injector signal

After performing the subtraction of the offset due to the “4; jitter” we obtain
spectrum of the hits with smaller RMS, as shown in the Figure 6.11. Since
the signal from the bonding pads is usually about three anodes wide, we
can average over these anodes to get more precise position of the injector.
The positions of the whole bonding pads are shown in the Figure 6.12. The
resulting error in the drift time resolution is about 40.1, which corresponds
to the error of about 30um in the position resolution of the hit.

6.5.4 Temperature variations

All the previous computations were made to show the achievable accuracy of
the calibration, if we use the signal from the injector bonding pads, instead of
using the injector lines. However, as it was said earlier, there are temperature
changes and fluctuations that influence the overall precision. There are two
main types of temperature changes in the detector.

The first one is a periodic change with a period of about 2.5 minutes. It
is caused by the temperature regulator of the SVT which tries to keep the
detector’s temperature constant. This fluctuation is always present and is
about 1 K big.
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The second temperature change occurs as the detector is turned on. The
whole detector is water cooled and it takes some time till the whole detector
is brought to the thermal equilibrium, and the temperature stabilizes. From
the 2001 year run, it is estimated, that it takes about two hours. This
temperature change is much bigger than the temperature fluctuations due to
the temperature regulator.

To see the temperature changes, and estimate the accuracy of the cali-
bration we were taking injector events for a period of 10 minutes with an
injector event every 5 seconds. The data for the same injector as in the
previous section are shown in the Figure 6.13. These figures show well the
fluctuation with the 2.5 minute period for the upper two injectors. Signal for
the first injector is little blurred by noise. We can see that, in an agreement
with 6.4, the fluctuation grows with the drift distance.

In the previous figures were only the short-time fluctuations. The long-

time fluctuations can be seen in the Figure 6.14. This figure was made using
laser hits, which work quite well, but the lasers are mounted only on three
places of the detector, and cannot thus track relative temperature changes in
the different parts of the detector. This measurement was done shortly after
the detector was turned on, and there is a well visible change in the average
temperature. Note also that the position is split into three separate lines.
This is because the “¢y jitter” correction has not been applied.
In an ideal situation we could track both the long, and short-time temper-
ature fluctuations. The quality of calibration depends on the sampling fre-
quency of the injector events. To get our previous results we used 5 seconds
long intervals. In normal physics run this is not possible, because this would
slow down the experiment too much. In the physics run of year 2001 the
injector triggers were fired every 200 seconds, which is not enough to track
the short time fluctuations. What we then get, is the long-time temperature
changes with bigger error that grows with the drift distance. At the max-
imum drift distance we get the error of about £10 ns, which corresponds
approximately to £80 um.

6.5.5 Number of working injectors

In the previous section we saw, that the calibration, using the signal from
the injector bonding pads, is possible, when the signal is sufficient. Very
important information is then a number of detectors that have working in-
jectors. In the Figure 6.15 is shown the number of working injector bonding
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pads that can be used for the calibration. On the x-axis are indexes of the
individual half-detectors. The inner barrel has indexes from 0 to 63, the
middle barrel is from 64 to 207, the remaining indexes are from the outer
barrel. As can be seen from the Figure 6.15, the worst part of the whole
detector is the innermost barrel. Out of the eight ladders, there are only two
that have some working injectors that can be used for the calibration. This
means that the rest of the inner barrel will have to be calibrated using only
some approximation based on those two calibrated ladders. The injectors
of the middle and outer barrel are working better. About two thirds of the
detectors have one or more bonding pads producing a good signal.
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Figure 6.13: Hits from injector bonding pads showing the changes in their
time-position over 10 minutes. Individual hits are 5 seconds apart.
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Figure 6.14: Long-time drift speed fluctuations due to the temperature varia-
tion measured by a laser. The position of the laser is showed in the detectors
local coordinates, where one time bin corresponds to about 0.03 ¢m. On the
x axis is a number of the event; the whole range corresponds to about 30
minutes long run. Figure was obtained from STAR/SVT Collaboration.

Numbher of visible spots

l

0 50 100 150 200 250 300 350 <00 <50
Hybrid Index

Figure 6.15: Number of good injector pads that can be used for calibration.
We are using upper three injectors, so the maximum number of possibly used
pads is six.



Chapter 7

Event-by-Event Analyses

As the heavy-ion experiments reach higher and higher energies and multiplic-
ities, going from AGS to SPS, and finally to RHIC, the statistical means of
study become more accessible and important, not only for multi-event char-
acteristic, but also in single event spectra. Our task is to distinguish dynam-
ical and statistical fluctuation, since the first ones carry important physics
information about the collision. The higher are the multiplicities, the more
precise study can be done inside single events, and details on smaller scales
revealed. In event-by-event analyses we determine the degree of correlation
of the multiparticle final state for individual events of a large event ensemble.

The study of correlations and fluctuations is important in probing the
dynamic history of the collision. In our study we will use the apparatus of
normalized factorial moments to study the correlation strength dependency
on the pseudorapidity.

7.1 Basic formalism

In the following analyses we will use the formalism of multiparticle correlators
and factorial moments as described in [6].

Let’s consider a nucleus-nucleus collision which produces a number of n
particles into the whole phase space (2;,;. The distribution of the particles in
a sub-volume (2 is fully described by the exclusive distribution P, (y1, ..., ¥xs),
where y describes the position of the particle in the phase space. However,
in real experiment, we cannot measure the exclusive distribution. We thus
have to consider the corresponding inclusive distribution py, (y1, .. .,yn). The

61
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relation between the exclusive and inclusive distributions is:

> 1 ! ’ m ’
pn(yla"'ayn) = Pn(yla’yn)+z %‘/QPTL—Fm(yla'"7yn7y1>"'7ym) dez
m=1 '

i=1
(7.1)

The inclusive densities p,, are normalized as:

/Q pi(y)dy = (n),
/Qpa(yl, yo)dyrdy, = (n(n—1)),
/Qdyl.../ndyqpq(yl,...,yq) = (n(n—1)...(n—q+1)).

The inclusive g-particle distributions p,(yi, - - -, ¥,) contain contributions
from the lower-order distributions. For our study is useful to use a defined se-
quence of functions Cy(y1, ..., y,) that have the property of vanishing when-

ever any two of their arguments become statistically independent. These
quantities are the correlation functions, sometimes also called the cumulant
functions. The inclusive densities can then be expanded in the terms of the
cumulant functions:

pi(y) = Ci(y), (7.2)

p2(y1,y2) = Ci(yr) + Ci(y2) + Colyr, y2), (7.3)

p3(y1, y2,y3) = Ci(y1)Ci(y2)Ci(ys) + Ci(y1)Ca(yo, ys) (7.4)
+C1(y2)Ca (1, y3) + C1(y3)Ca(y1, y2) + C3(y1, Y2, y3)-

This expansion can be generalized for all orders of the inclusive distributions.

7.1.1 Factorial moments

Let’s now consider the probability P, for producing a total population of n

particles:

O.ewcl

p=7n (7.5)

Oinel '
The generating function for the P, distribution is defined as:

G(w) = iin". (7.6)
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The g-order partial derivative of 7.6 with respect to w at w = 1:

. L

By = 5 Gw) - (7.7)
= S Poamn-1)...(n—qg+1) (7.8)
= /Qdyl .. ./Qdyqpq(y1, ceey yq) (7.9)

is called the q-order factorial (or binomial) moment. The 7.6 can then be

rewritten using 7.7:
q

= i (7.10)

Using the decomposition 7.4 of the 1ncluswe densities, we can manipulate 7.6
to:

InG(w) = i qu, (7.11)

g=1 q'

where the f; are the unnormalized factorial cumulants:

/ dy; .. / dyy Co(Y1,- -5 Yq)- (7.12)

For manual computations it is helpful to rewrite P, and f, in the form similar
to 7.7:

aq

fq = % ln G(’LU) w:1, (713)
1 0"

Br= O (7.14)

It is important to note the relationship between the factorial moments
F, and the factorial cumulants f,. We get the relationship by comparing the
right-hand terms of 7.10 and 7.11:

exp {Z fq =1+ z (7.15)
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By expanding the exponential and comparing coefficients of the same power
of (w— 1) we get:

= f,

fa+ 11,

Fy = fs+3fafi + f1,

fo+Afsfi+3f5 +6f2 /7 + f1,

Fy = fs+5fifi +10fofs +10f3f2 + 15f2f1 + 10fof? + f7.
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In general
B “ [t b
F=qY I0(E) L (7.16)
{li}q i=1 ]' l]'

where {l;},, are all the sets of non-negative integers that satisfy the condition

From the equation 7.12 we can see from that, whenever there are no multi-
particle correlation in the system, all the factorial cumulants of ¢ > 1 are
zero. In such a case the factorial moments reduce to

Fy = (f1)" = (n)". (7.18)

For this reason it is convenient to introduce the normalized factorial mo-
ments of the q-order Fj, as

B {nn-1)...(n—gq+1))
fo= = (n)” ’

which approache 1 as the correlation between ¢-tuples in the system, on the
scale given by the subsystem (2, gets weaker.

As an example of the use of the tools defined above, we can study two
statistical distributions with different properties. The first distribution is the
Poisson distribution

(7.19)

P, =e™ <"—>' (7.20)

mn.
This distribution can principally be derived by considering independent,
equally probable fluctuations. This property should show in the factorial
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moments and cumulants. To obtain explicitly the factorial moments we first
use 7.6 to get the generating function

G (W) poisson = Z P,w™ = exp {(n) (w—1)}. (7.21)

From 7.7 we then get the factorial moment of any order as:

. q
P 0

q — ow qG( )Poisson :<n>q (722)

w=1
From 7.19 then follows that normalized factorial moments of all orders are
1, which is in an agreement with the Poisson distribution as description of
many independent, equally probable fluctuations.
Second example is the geometrical distribution

P,=(1—-a)" a= . ‘<i‘n<>n>’ (7.23)

which compared to the Poisson distribution is very wide. The generating
function is then

l-«
com P, 7.24
g Z w* 1 —ow’ ( )
The factorial moments from 7.7 are
- 91 al
F,= — com =ql—/—— 7.25
q 8qu(w)g et q (1 _ Ck)q ( )
Since o
(n) =, (7.26)
the normalized factorial moments for the geometric distributions are
E
F, ﬁ q (7.27)

The normalized factorial moments, as defined by 7.19, posses very impor-
tant property of a Poisson fluctuation suppression, as shown in [34]. If the
multiplicity distribution contains correlations, the fluctuations due to these
correlations will remain in the normalized factorial moments. However the
fluctuating due to finiteness of the bins or single particle detector acceptance
cancels out in the normalized factorial moments. This is a very important
property that, for example, doesn’t hold for normalized moments (n?) / (n)?.
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7.2 Analyses description

In this work we will concentrate on the study of two-particle correlations
in the multiplicity distribution using the normalized factorial moments of
second order (Fy). We will be searching for the correlations in pseudorapidity
windows 7 as a function of the size of these windows.

For our analyses we have a set of minimum bias data with about 140 000
events. The structure of these data is dominated by the geometry of the
collisions, which means that most of the data comes from the peripheral
collisions.

For the coming analyses it is important to know, how is the centrality of
the events computed. The Glauber model, described in [12] [33], gives the
relationship between the collision geometry and the final multiplicity. This
model can calculate an average charged hadron multiplicity as a function of
the impact parameter. In the STAR we use the charged hadron multiplicity
of the event to get the centrality. All the events are divided into a number of
centrality bins, depending on the total multiplicity. However the measured
centrality can be, due to the fluctuations of the particle production, created
in events with different centralities, as shown in the Figure 7.1, taken from
[33]. This figure shows the particle multiplicities distribution measured at
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Figure 7.1: Fit to the multiplicity distribution of negatively charged hadrons
using the Glauber model.

STAR with the shown fit from the Glauber model. From the figure we can
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also see that, as we go from high to small centralities, the fluctuation in the
impact parameters increases inside of each centrality bin. These fluctuations
can influence the analyses.

As previously stated, we study correlations in the pseudorapidity windows
in the mid-rapidity region. We will study the normalized factorial moment
F, in a pseudorapidity window |n| < 7. as a function of the size of this
window 7,4z -

7.3 Used data cuts

In order to study the physically interesting dynamical fluctuations we need
to introduce additional cuts on data in order to suppress fluctuations from
inefficiencies and other experimental effects.

vertex position

There are necessary cuts for the vertex position along the beam axis. The
first one comes from the detector’s finite acceptance in pseudorapidity. The
maximum window in pseudorapidity 7, we will study, is from —1 to 1. We
need to select only those events that will be fully covered by the detector
in this pseudorapidity window. In such a case the standard cut used at the
STAR collaboration[35] is to choose only the events with a vertex z-position
between £75 ¢m from the center of the detector. This way the analyses will
not be influenced by the fluctuations in the position of the vertex.

The central membrane, which brings the high voltage to the TPC and
divides it into two semi-volumes, can cause some problems in the analyses. At
first the electric field close to the membrane is not mapped very accurately.
For this reason some tracks may seem split and be accounted as two different
tracks. More important is, however, the multiple scattering of particles in the
membrane itself. This effect is most important for low momentum particles
traversing the membrane. These particle can undergo multiple rescattering
in the membrane, and thus blur the correlation signal. For this reason we
will cut out events that lie in the middle of the detector under the central
membrane, because they produce the highest number of particles traveling
along the membrane. We choose this area to be between £10 cm. This way
any particle with < 0.05 cannot cross the central membrane.
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track splitting

Track splitting happens when, during the computer reconstruction, a track
from one real hit is reconstructed as two different tracks. Tracks like this then
lie close to each other and create false signal that shows as higher correlation
in small pseudorapidity windows. To prevent this phenomena, we use an
information about the number of hits found in the TPC for each track.

As the tracks are reconstructed, the reconstruction program calculates,
and writes down the number of possible maximum hits that could have been
found in TPC for the track that was reconstructed if it left the best possible
ionization signal. If a track is split into two, we want to choose just one of
them. For this reason we demand, that all tracks we use, must have a ratio
of the number of hits actually found in the TPC to the number of hits that
could have been found greater then 0,52. This is a standard cut used in the
STAR collaboration [35].

transversal momentum

We can obtain interesting informations by looking at different parts of the
transversal momentum spectra, since they can reflect different parts of the
collision and different physical processes leading to its production. At this
point, however, we also need to know about the detection and reconstruction
efficiency.

In the Figure 7.2, taken from [33], we can see a single particle recon-
struction efficiency for 7—. We see that the efficiency for particles with
p1 < 100 MeV /c is close to zero. For this reason, we will use only tracks
with p; > 100 MeV /c. As we can see the efficiency changes rapidly in the
region of 100 — 400 MeV /c and then it flattens. The single particle efficiency
should cancel out of the normalized factorial moments. However, if there is
also an efficiency depending on the correlated part of the two particle den-
sity (C3), the normalized factorial will not cancel it out, and it will show
in the analyses. We may suppose that the efficiencies are connected . For
this reason we will study separately the region with p; < 400 MeV /c and
pL > 400 MeV /c.

pion identification

Because we want to see effects connected with boson, like the Bose-Einstein’s
effect, we need cuts that will enhance the relative amount of identical bosons(
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Figure 7.2: The track reconstruction efficiency for 7~ as a function of p, .
Figure from [33].

in our case pions) in our data sample.

STAR uses the ionization information ‘fi—f from TPC and, in future, also
from SVT. In the Figure 7.3 we show the plot of ‘fj—f versus momentum for
our min. bias data. We clearly see the different branches belonging to dif-
ferent particle species, that are described by the Bethe-Bloch formula. The
pions are best separable from other particle species below the momenta of
600MeV /c. In our analyses we will use two cuts in oder to enhance the pion
population in our sample. The First cut we will use is based on a variable z

defined in [33] as
I,

z=1In <I_h) (7.28)

where [, is the measured ionization of a given track, and the I is the
theoretical ionization from Bethe-Bloch formula for the given particle species.
This variable has a Gaussian distribution around zero for the given particle
species. In our analyses we chose a p, cut described in the Table 7.3. This
cut is based on the data published in [33]. More about this variable and
particle identification by 9€ can be found in [33].

If we want to get a cleaner data sample we have to make restriction in the
momentum, because for higher momenta the branches of different particle

dE

species merge, and the identification via ¢ is not possible anymore. The

cleanest sample we will use, will be restricted in the transversal momenta by
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Figure 7.3: Particle identification by % plot versus the total momenta p as
measured by TPC. The different branches correspond to different particle

species.

the cut p; < 600 MeV /ec.
Together with the cut, that was done because of the detector efficiency,
our mostly used sample will be in the p, range: 400 MeV/c < p; <

600 MeV /c.

7.4 Analyses Results

As a first thing, we will study the dependence of the normalized factorial
moments Fy for negative pions on the centrality of the collision. In the
Figure 7.4 are plotted the F; normalized moments as a function of 7,4, for
the four most peripheral centrality bins. In the Figure 7.5 are the same plots
for the four most central collisions. For these plots we used the data that have
about 30 000 events with 40 000 charged tracks in the peripheral collisions,
and about 4 000 most central events with about 400 000 charged tracks.
There are interesting facts that can be observed from these plots. As we
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py range[GeV/c] | z cut
0.40 <p, <045 | 2 <1
045 <p; <050 | 2<0
045 <p; <055 | z<~-1
0.55<p; <060 |2z<1

Table 7.1: Cuts for different values of p | used for identification of pions from
the measured % information.

go from the highest centrality bins to the most peripheral ones, the average
value of F5 increases. This can be explained in the terms of fluctuation of
the impact parameter. As it was stated in the previous chapter and showed
in the Figure 7.1, the most peripheral centrality bins contain the highest
fluctuations. For this reason the next plots, we will study, will be from the
most central collisions.

The graphs in Figure 7.5 also show that, for small pseudorapidity win-
dows, the correlation increases, and there is a significant peak around zero.
This agrees with the predictions of the HBT interferometry. Note also, that,
as we go to the most central events, the correlation increases as well. We can
see that the correlation also slowly increases for the largest windows. This
can be partially described by the fluctuation in the impact parameter. How-
ever, we are mainly interested in the area of small pseudorapidity windows,
where the Bose-Einstein effect is visible, which clearly is a multiboson effect.

We can now look at the area of small 7,,,, in a detail. This will of course
be at the cost of larger statistical errors. In the Figure 7.6 is shown the F,
in quarter the window as in the previous figures. In this figure are shown
separately data for positive, and negative pions, and also for all the pions
together. All the shown data are only for the most central events at the
energies of 0.4 GeV < p, < 0.6 GeV.

We can see that, for small windows, there is a correlation that drops
almost to 1 at about 7,,,, = 0.2 for all three data sets. For 7,,,, > 0.2 the
multiplicity can be considered to almost obey the Poisson distribution.

Before making any conclusions, we should show the influence of the cuts,
we chose in the previous section. In the Figure 7.7 are shown the normalized
factorial moments in the most central centrality bin for three different p,
cuts. We can see that all three curves radically differ in the small pseudo-
rapidity windows. The cut we reasoned in the previous section and used so
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far for all the data (0.4 GeV < p, < 0.6 GeV') shows well the Bose-Einstein
effect. But the other two cuts are completely different.

The F, with the cut choosing the lowest p, particles seems to raise, where
the peak from Bose-Einstein effect starts. This cut takes particles from the
part of p, spectrum, where the single-track reconstruction efficiency is very
low. Even though, we do not know what is the two-track reconstruction effi-
ciency, we suppose that a dropping efficiency in the two-track reconstruction
causes this effect.

We also see that F5, for the high p, part of the multiplicity distribution,
falls rapidly when reaching 7., = 0.2. In this part of the p, spectrum
plays very important role the effect of track merging. The track merging
happens when two close tracks from two particles are reconstructed as one.
This effect grows with p,, since the tracks for particles with high p, have
almost straight tracks. Such particles do not separate enough on their way
trough the TPC.

Another effect that takes place in the area of small 7,,,, is the Coulombic
repulsion of particles of the same charge that are close to each other.

Both these effects are important in the HBT interferometry and we should
know about them. The Figure 7.7 shows that our analyses is very sensitive
to the cuts we make. For accurate results it is necessary to make good
corrections.

7.4.1 Theoretical check

In the shown figures we can see the Bose-Einstein effect, which is usually
measured by the HBT interferometry. However what we see, compared to
the HBT[37], is a very faint signal. The peak for the most central collision,
where it is best visible, is only about 0.01 high from the base. For comparison,
in HBT this rise is more then 0.2.

We have to expect our correlation to be weaker, since the correlation due
to the Bose-Einstein effect is strongest for particles that are close to each
other in the momentum space. When we are looking for the correlation in
pseudorapidity, we are actually making an integration over the azimuthal
angle, so we are also including particles that can be far from each other in
the momentum space. We can, however, check with a theory, if our analyses
roughly agrees.

A theoretical prediction for the correlations in the rapidity windows were
made by Andreev in [36]. At our energies the rapidity and pseudorapidity
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are almost equal, so we can use the prediction for the pseudorapidity as well.
We get the F, as

72 72 72 2

) =1+ [“an ["am Conm)/ ([ mman) . (7.29)
m m m

In [36] is shown that this integration leads to:

o A

Fy(An) =~ 1+
’ 2\/1+a200sh (m +m)/2 20

), (7.30)

where 9 1
V(r)=— [x arctgr — 5 In (1 +2?)]|. (7.31)
x
The important variables are o ~ 72/R? and 6% ~ 1/ (k2.) R%, where 7/R is a
ratio of a duration of the emitting source to its size (as measured by HBT),
and k7 is the transverse momentum. We have (k%) ~ (500 MeV)?, and from
[37] we can take a to be about 1.

Since we are interested in the narrowest mid-rapidity bin we used (7,2 =
+0.0125), we have (1, +12) = 0, and An = 0.025. Now we can simplify 7.30
to

w6% _ Anp

(A ~1+ ——=V¥(—

(An) ~ 14 20

From [37] we get R ~ 6 fm. The 62 is then about % ~ 1/230, and %—g’ ~ 0.18.
The 7.31 is then approximately 1, which gives very simple 7.32 as

). (7.32)

Fy(An) — 1~ 2~ 0.005 (7.33)
Even though this is a very crude approximation, and our analyses suffers
from high statistical errors, the result of 7.33 quite agrees with our correlation
analyses.
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Figure 7.4: Dependence of the F, on 7, for different centrality bins in
peripheral collisions.
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Figure 7.6: Detail of the F5 in the most central collisions for 0.4 GeV < p; <
0.6 GeV.
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most central collisions.
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Conclusion

8.1 Conclusion on SVT drift speed calibra-
tion

We have showed the possibility to use the MOS injectors for the drift speed
calibration and estimated the resolution. This was the first time that the “¢,
jitter” correction was applied. It is also a first estimate of the resolution that
could be achieved in the next year’s run, because in the year 2000 and 2001
runs were performed no temperature dependent drift speed calibrations.

The injectors are working very irregularly. The only places, where is
their signal visible most of the time, are very small areas of the bonding
pads. Even thought the signal from these bonding pads is usually only three
anodes wide, it is possible to use it for the calibration. The accuracy of the
calibration is mainly influenced by the temperature fluctuation due to the
thermal regulation of the water cooling system. We cannot calibrate for this
short-time fluctuations, because the injector sampling frequency is not high
enough.

There are, however, some possibilities to improve the accuracy that should
be considered. If we suppose that the phase of the fluctuations is the same
for the whole detector, we could use a laser injectors to measure the phase
continuously and then approximate the fluctuations for the rest of the detec-
tor. Another possibility is to take the injector measurements more frequently
for only couple of SDDs, and approximate the rest. This procedure should
improve the accuracy mainly for the longer drift times.

76
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8.2 Conclusion on the data analyses

We have used the technique of normalized factorial moments to study two-
particle correlations in the multiplicity distribution. Based on literature, we
have chosen different cuts in order to choose suitable data for the analyses.
Even though this analyses was very simple in principle, and was done only in
the pseudorapidity, we could see the Bose-Einstein effect, and checked that
what we see, agrees with the theory. We were also able to see the differences
between the different centralities, and showed that they have to be studied
separately.

This analyses showed the importance of the corrections for different ef-
fects, like the track merging or Coulombic repulsion, if we want to achieve
better precision. The correction for track merging can be done by making
mixed pairs from different events the same way as it is done in the HBT anal-
yses. The same technique of normalized factorial moments can be used for
more then two-particle correlations, but it needs the corrections and better
statistics that will be available in the coming years of the experiment.
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