


Overview

• Why are STAR members encouraged to use SUMS ?

• Improvements and additions to SUMS

• Research

– Job scheduling with load monitoring tools

– Request Definition Language (RDL) 

• Who contributes to SUMS research and development ?



Intro

• SUMS is a scheduler written mainly by STAR 
with contributions from many other organizations. 
It’s used to run programs on datasets (large set of 
files) that may be distributed across different 
nodes, clusters, batch systems, and, sites. It is 
distributed free of charge under the GNU General 
Public License.

• SUMS unifies scientific computing requests into 
one general format.

• It is hoped that more experiments will join us and 
use our scheduler.



Why are STAR members encouraged to use 

SUMS ?

• Resolves Problem of over use of limited resources, 
to the point of failure.

• Resolves Problem of accessing files on distributed 
disks

• Breaks dependents on any one particular batch 
system

• Is helpful in file catalog resolution and optimizing 
jobs for less experienced users
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STARDATA24 STARDATA02STARDATA05

SD24 virtual resource 

(102 units total)
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(800 units total)
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• Past reactions demonstrate that without proper 
explanation users believe this kind of strategy slows 
down there jobs. In reality the strategy (well 
implemented) greatly increases farm through-put.

• Jobs that need access to resources no one else is 
using run first (and fast). 

• Jobs don’t need to compete for the same resource, 
slowing each other down, running for longer then they 
have to (slots open up faster).

• My jobs are not run sequentially they are run in the 
most optimal order.
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Improvements and additions to 

SUMS

• Resubmit\Status\kill switches

• minMemory, maxMemory, minStorageSpace, 

maxStorageSpace keywords

• SGE dispatcher 

• $FILEBASENAME

• schema validation 

• Extend report file

• uuidgen



Resubmit\status\kill switches

• star-resubmit -kr all DD9CFB586F4139E8D14C6.session.xml       

//Kill and resubmit all jobs

• star-resubmit -r 1,2,3,5 DDD9CFB586F4139E8D14C6.session.xml    

//Resubmit jobs 1,2,3, and 5

• star-resubmit -s 5 DD9CFB586F4139E8D14C6.session.xml           

//Get the status of job 5



maxMemory and maxStorageSpace

• The “max” limits lets sums know not to 

submit your job in a queue where memory 

or storage space may be an issue

• Under LSF it also lets the queue know to 

kill the job if it exceeds the max limits. 
– (very handy if you suspect potential for “run away jobs”)



minMemory, minStorageSpace, 

• The “min” limits let the batch system know how 
much space should be freed before you job can 
run

• Under LSF, if this limit is smaller then the default 
limit your job will most likely find a slot before 
other jobs seeking larger slots.

• Under LSF, if this limit is way to high your job 
may never find a slot (may never run)



The SGE dispatcher
• PDSF will be converting from the LSF batch system to the 

SGE batch system. At the request of PDFS a new 
dispatcher plug-in was written for the SGE batch system.

• During the transition period, as LSF nodes go down and 
SGE nodes come up, SUMS will determine which batch 
system local files are on and format submits in the 
appropriate way. 

• Our new SGE dispatcher plug-in lets SUM dispatch to 
SGE just like it did previously with LSF.

• Users at PDSF will notice absolutely no difference in how 
they submit there jobs with SUMS.



Schema validation \ Extend report file

• Users request are compared to a JDL 

schema. If there is an error a validation 

package will give an error stating both the 

line number and a description of the error. 

Similar to what you would expect from the 

java compiler. 





uuidgen

• Universally Unique Identifier Generator 

• A UUID can reasonably be considered 

unique among all UUIDs created on the 

local system, and among UUIDs created on 

other systems in the past and in the future. 

• Prevents jobs from colliding in the local 

environment and on the grid 



Research
• In addition to providing a working scheduler for 

its users. SUMS is also used as a research tool 

mostly (but not exclusively) for grid research.

• Currently ongoing research projects include: 
1. Job scheduling with load monitoring tools

2. Request Definition Language (RDL)



Job scheduling with load monitoring 

tools

• The aim of this research is to devise 

simple, and efficient algorithms taking 

into account many variables for 

determining the best location to submit 

a job at the current moment in time.





Passive Policy

Monitoring Policy



• Later test done during the week showed results not as 
good.

• Analysis shows fluctuating queue loads cause problems for 
this algorithm as it samples, and averages over 3 hours.

• Observation: It’s inefficient to make a computation as 
intensive as the actual jobs your trying to submit.

Job scheduling with load monitoring 

tools





• A different equation is needed taking into 

account the differential (rate of change) of load 

and projecting forward in time.

• More testing will be needed.

• This will prove to be a valuable way of 

determining “where to submit”. The future 

looks good.

Job scheduling with load monitoring 

tools conclusions



RDL (Request Description  Language)

• What if there existed a language so powerful that it could 
define not just a set of jobs but relationships between them 
not just NP or HEP but other fields as well.
– Ex: Run these two jobs, take the one that’s done first, merge the 

output run another process on it and draw me up some graphs.

• RDL is a new XML based definition language being 
developed by STAR in conjunction with Tech-X corp. that  
will allow for this level of abstraction and much more.

• Allows for Web-Service submitting and control 

• RDL incorporates reality of every day work from different 
experiments.
– Ex.  J-Lab
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Who contributes to SUMS research 
and development

• PPDG – funding

• Jerome Lauret and Levente Hajdu – coding and administration of SUM at BNL 

• Lidia Didenko – Testing for grid readiness

• David Alexander and Paul Hamill (Tech-X corp) - RDL deployment and 

prototype client and web service

• Eric Hjort, Iwona Sakrejda, Doug Olson  – administration of SUMS at PDSF

• Efstratios Efstathiadis – Queue monitoring, research

• Valeri Fine – Grid testing

• Andrey Y. Shevel - administration of SUM at Stony Brook University

• And Others


