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¢Sources & EM emissivity: Rates

¢Modelling the evolving system: 


� 3D viscous hydro

� Fluctuating initial states


¢How are the photon yield and v2 
dependent on the dynamics?


¢Photons as a characterization tool: 
Temperature (& shear viscosity)


¢Status of our interpretation of the 
data
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Why study photons and dileptons in relativistic 
nuclear collisions?

¢Penetrating probes: negligible final state effects 
(   ) 

¢Real and virtual photons are complementary, 
and they supplement hadronic observables 

¢Thermal photon emission rate favours hotter 
zones of the colliding system 

¢Emitted throughout the collision history 
¢Low emission rates 
¢Procedure: Calculate thermal emission rates & 
use hydrodynamics to model the evolution. 
Integrate rates over whole history 2

α
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Sources of photons in a relativistic 
nuclear collision:

Hard direct photons. pQCD with shadowing 
Non-thermal

Fragmentation photons. pQCD with shadowing 
Non-thermal

Thermal photons 
Thermal

 Jet in-medium bremsstrahlung 
Thermal

 Jet-plasma photons  
Thermal

3

Pre-equilibrium?
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INFO CARRIED BY THE THERMAL RADIATION 
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Emission rates:

(photons)
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Feinberg (76), McLerran, Toimela (85) 
Weldon (90), Gale, Kapusta (91) 
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(FOR DILEPTONS:)
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Im < JµJν >T ⇒
VMD

Im < ρµρν >T⇒ ImDµν
T ⇒ Vector spectral density

and similar expressions for the pseudoscalar resonance P ′. For the f1(1285) an additional integration over the mass
distribution of the ρ from the heat bath has to be performed:

ΣL,T
ρρf1

(q0, q) = G2
ρρf1

∫

M2dM2

π
Aρ(m2)

∫

p⃗2d|p⃗|dx

(2π)22p0

[fρ(p0) − fρρ(p0 + q0)] Fρρf1
(qcm)2

× Df1
(s) vL,T

f1
(p, q) , (29)

where M2
2 = p2

0 − p⃗2.
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FIG. 1. The real and imaginary parts of the polarization-averaged ρ self-energy (lower and upper panel, respectively). The
different channels are labelled explicitly and explained in the text. Note that the ππ channel is absent for the sake of clarity.

In Fig. 1 the real and imaginary parts of the individual spin-averaged self-energy contributions,

ΣρhR(M, q) =
1

3

[

ΣL
ρhR(M, q) + 2ΣT

ρhR(M, q)
]

, (30)

(h = π, K, ρ) are shown at fixed three-momentum modulus |q⃗| = 0.3 GeV in the lower and upper panel, respectively.
Around and above the free mass mρ, the strongest absorption is caused by a1(1260) resonance formation, which is
about as large as the sum of all other channels, shared to roughly equal amounts between K1(1270), h1(1170) and
π′(1300). The K1(1270) curve acquires its maximum at lower M than the pion-resonances due to the higher thermal
energies of the kaons (including their rest mass). In the low-mass region M ≤ 0.6 GeV, the dominant contribution
is due to the ω-meson, which, however, barely leaves any trace in the resonance region. It is also seen that the
effect of the f1 is very small. In the real part of the total self-energy we observe appreciable cancellations, until
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with the longitudinal and transverse self-energy parts

ΣL
ρ = Σρππ +

∑

α

ΣL
ρα

ΣT
ρ = Σρππ +

∑

α

ΣT
ρα , (34)

where the summation is over the mesonic excitation channels α=πω, πh1, πa1, ππ′, KK1, K̄K̄1, ρf1, as discussed,
and Σρππ now contains the Bose-Einstein factors through Eq. (31). We find that the thermal ρ spectral function
undergoes a broadening (defined as the full width at half maximum) of about 80 MeV at T = 150 MeV (with little
three-momentum dependence, see also, e.g., Ref. [15]), which almost doubles to ∼ 155 MeV at T = 180 MeV. Those
values are a factor of 2 larger than the collisional broadening found in Ref. [22] based on on-shell scattering amplitudes.
In Ref. [18] the ρ meson self-energy has also been evaluated for on-shell ρ mesons using the Tρh-ϱh approximation (i.e.,
the self-energy being proportional to the ρ-h scattering amplitude and the matter particle density ϱh). For a pion gas
of density nπ = 1.5 fm−3 a broadening of 400 MeV has been quoted, which, when rescaling to a density of 0.12 fm−3

(corresponding to thermal equilibrium at T = 150 MeV) gives ∼ 30 MeV, again about a factor 2 smaller than our
results; this is not surprising as the meson resonances included in ref. [18] were the a1(1260), π′(1300), a2(1320) and
ω(1420), the latter three contributing rather little at the free ρ mass M = mρ. On the other hand, the recent kinetic
theory treatment performed in Ref. [19] does agree with our findings. However, we would like to stress again that
our approach consistently accounts for the empirical radiative decays at the same time, which is crucial for reliable
predictions of low-mass dilepton production to be addressed in the next section. The shift of the pole mass, defined
by the zero crossing in the real part of the propagator, turns out to be negligible, moving from M = 773 MeV in
vacuum to M = 776 MeV at T = 150 MeV.
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FIG. 3. Imaginary part of the ρ-propagator (spectral function) in the vacuum (dotted curve), and in a thermal gas including
the full in-medium self-energies, Eq. (34), for fixed three-momentum q = 0.3 GeV at temperatures T = 120 MeV (long-dashed
curve), T = 150 MeV (dashed curve) and T = 180 MeV (dotted curve).

V. DILEPTON PRODUCTION

The differential dilepton production rate per unit four-volume and four-momentum in hot matter can be decomposed
as [20]

9

Rapp and Gale, PRC (1999)
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Fig. 5. Spectral function of the ρ meson in hot hadronic matter; left panel: in hot
and dense matter for temperatures T=120, 150 and 180MeV and at fixed baryon
chemical potential of µB=330MeV, corresponding to baryon densities of 0.1ϱ0,
0.7ϱ0 and 2.6ϱ0, respectively (ϱ0=0.16 fm−3); right panel: in a hot meson with all
baryon-induced medium effects switched off.

heavy-ion collisions at the CERN-SPS is displayed in the left panel of Fig. 5.
The ρ resonance peak undergoes a strong broadening, indicative for its ul-
timate “melting” close to the phase transition. The medium modifications,
especially the low-mass enhancement, are much reduced if baryon-induced
effects are switched off, see right panel of Fig. 5.

Let us briefly allude to medium effects in the dip region, i.e., for masses
between 1 and 1.5GeV. In this regime the continuum starts to develop,
characterized by multi-meson contributions in the spectral function whose
interactions with a medium are difficult to assess microscopically. Fortu-
nately, one can make a more simple yet elegant argument based on chiral
symmetry to estimate the medium effects on the spectral function. It was
first developed in Ref. [22] for the finite-temperature case. Using current
algebra in the chiral limit (mπ = 0), the interactions of the vector and axi-
alvector correlators with a lukewarm pion gas were shown to result in their
mutual mixing as

ΠV (q) = (1− ε) Πvac
V (q) + ε Πvac

A (q) (10)

(and likewise for the axialvector upon exchanging V ↔ A), with the mixing
parameter ε=T 2/6f2

π . The model-independent leading-temperature effect
on the vector spectral function is an interaction with a thermal pion which
reduces the strength at its resonance and moves it into the axialvector res-

R. Rapp, Act. Phys. Pol. (2011)

ρB / ρ0 = 0.1, 0.7, 2.6
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Thermal Photons from hot QCD: HTL program (Klimov 
(1981), Weldon (1982), Braaten & Pisarski (1990); 

Frenkel & Taylor (1990))

Kapusta, Lichard, 
Seibert (1991) 
Baier, Nakkagawa, 
Niegawa, Redlich (1992)

Going to two loops:  Aurenche, Kobes, Gélis, Petitgirard (1996) 
                    Aurenche, Gélis, Kobes, Zaraket (1998) 

Co-linear singularities:

6

2001: Results complete at O(α s )
Arnold, Moore, and Yaffe JHEP 12, 009 (2001); JHEP 11, 057 (2001)!
Incorporate LPM; Inclusive treatment of collinear enhancement, 

photon and gluon emission!
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Going beyond LO AMY rates?
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•Approach is LO, but  
!

!
•Integral equation can be 
written in terms of a Dyson-
Schwinger type iteration... 
!

which contains a scattering 
kernel: 

 α s ∼ 0.2 − 0.3

Aurenche, Gélis, Zaraket (2002)

The techniques used to derive this - and all results in perturbative, 
finite-temperature field theory - rely on the scale separation:
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Figure 3: Tree and one-loop diagrams contributing to C(q⊥).
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Each bracket includes the contributions of one fish and one tadpole diagram, while the
last one also includes the ghost loop.

The (linear) ultraviolet divergences in (11) are to be canceled by matching counter-
terms that can be unambiguously calculated within the framework of dimensional re-
duction [37, 38]. They merely represent the (hard thermal loop) coupling of the n ̸= 0
gluons to the soft n = 0 ones, e.g. the gluon contribution to the A0 mass squared
m2

D. The fact that the direct coupling to exchange gluons with q0 = q3 ̸= 0 does not
contribute to the divergences can also be checked explicitly, from the convergence, with
respect to q3, of the real-time integral (22) (this justifies making the soft approximation
on q0). Thus the divergences in (11) do not signal the presence of “new contributions”
beyond the EQCD effective theory, as discussed in section 3.2.

Employing dimensional regularization, the divergences simply go away8 and the
counter-terms are zero to O(g) [38]. This way we obtain (all our arctangents run from
0 to π/2):
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7
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(12)

8 The dimensionally-regulated integrals (11) have poles in dimensions 2 and 4 but are finite and
unambiguous in dimension 3.
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The LO-NLO scattering kernel(s)

8

Clue that NLO effects might be important: Heavy quark diffusion 

C(q⊥ ) LO →C(q⊥ ) NLO Simon Caron-Huot PRD (2009)
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Figure 3: Tree and one-loop diagrams contributing to C(q⊥).
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Figure 1: LO and NLO collision kernels C(q⊥) ≡ (2π)2dΓ/d2q⊥ for a fast quark in QCD
(with Nf = 3), for αs = 0.1 and αs = 0.3. For gluons the curves are to be multiplied
by a (Casimir) factor 9/4.

The “leading order curves” is based on the full (unscreened) expression (22) at hard
momenta, multiplied by q2⊥/(q

2
⊥+m2

D) to make it merge smoothly with the analytic
result (10) at low momenta, following the prescription given in [26]. The “next-to-
leading order” curves use the leading order curves plus C(q⊥)(NLO) given in (20).

The NLO correction is already quite large for αs = 0.1, giving nearly a factor
of 2 around q⊥ ≈ T . As discussed in the Introduction, this is consistent with the
behavior observed for O(g) effects in other quantities. At αs = 0.3, a typical value
used in comparisons with RHIC data (see e.g. [27]), it is clear that the strength of
the correction has grown out of control, meaning that (presently unknown) yet higher-
order corrections are most certainly also important (though our results suggest that
the value of αs needed to fit the data might be significantly smaller than the estimate
of [27]).

An interesting by-product of the approach used in this paper is that it extends
naturally to higher orders: it makes perfect sense to evaluate the gauge-invariant Wil-
son loop (9) nonperturbatively within the Euclidean three-dimensional EQCD theory,
for instance using the lattice. Although this may not include all O(g2) corrections to
C(q⊥) (contributions from the hard scale 2πT will be missed), by analogy with the
works on the pressure discussed in the Introduction, these missing contributions can
be expected to be numerically suppressed1. We leave to future work the study of this
interesting possibility.

1Their description could turn out be very complicated, though, because jet evolution at O(g2)
should contain, among other things, the analog of the NLO vacuum DGLAP splitting amplitudes in
the presence of the LPM effect (described below). Also, various effects involving the scale evolution
of the medium constituents and coupling constant evolution should arise.

3

Possible large effects on photon production!?
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The LO-NLO scattering kernels
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The two main contributions:

Ghiglieri, Hong, et al., JHEP (2013)
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•Net correction to photon production 
rate is modest up to high k/T  
•Techniques developed here have 

many more applications in FTFT 
•Perturbative

C(q⊥ )LO = g
2TCR

mD
2

q⊥
2 q⊥

2 +mD
2( )⇒ NLO
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ELECTROMAGNETIC RADIATION FROM HADRONS

Chiral, Massive Yang-Mills: 
O. Kaymakcalan, S. Rajeev, J. Schechter, PRD 30, 594 (1984)

Parameters and form factors are constrained by  
hadronic phenomenology: 
•Masses & strong decay widths 
•Electromagnetic decay widths 
•Other hadronic observables: 

• e.g.   
10

a1 ! ⇡⇢ D/S (See also, Lichard and Vojik, Nucl. Phys. (2010); 
Lichard and Juran, PRD (2008))

EM emissivities computed: Turbide, Rapp, Gale, PRC (2004); 
Turbide, McGill PhD (2006)
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ELECTROMAGNETIC RADIATION FROM HADRONS
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All allowed s-, t-, and u- Born graphs of the reactions:

X +Y → Z + γ
ρ →Y + Z + γ
K * →Y + Z + γ}X,Y ,Z ∈{ρ,π ,K *,K}

main. Also, results obtained with SU!3" chiral reduction for-
mulas [28], coupled with an expansion in temperature,
suggest that the strangeness contribution is not large. Here,
we seek to quantify the latter relative to the !"a1 emissivi-
ties within the same effective Lagrangian framework as en-
coded in the SU!3" extension implicit in Eq. (6). To opti-
mally reproduce the (measured) hadronic phenomenology,
we are, however, lead to decouple the nonstrange axial vec-
tor meson a1 from the strangeness sector. This allows to
simultaneously satisfy the (electromagnetic) Ward identities
and fix both the strange vector mass mK*=895 MeV indepen-
dent of the " mass, and the universal coupling constant as to
match the empirical value [22] of the K* width, #!K*
→K!"#50 MeV.
The specific channels included are: !K*→K$, K"→K$,

!K→K*$, KK*→!$, KK→"$, and K*→!K$. Again, all
possible isospin combinations are accounted for in the rate
calculations, which have been parametrized in functional
form in the Appendix. For a temperature of 200 MeV, the
leading production channels are shown in Fig. 2, with had-
ronic form factors implemented following the same proce-
dure, Eq. (11), as before (the last two contributions enumer-
ated above have been omitted, as they represent negligible
increments). At all energies of practical relevance !q0
%0.5 GeV" and including form factors, the K*!→K$ reac-
tion, mediated by t-channel ! exchange, turns out to be the
main emission source, which is in complete analogy to the
!"→!$ reaction in the nonstrange sector. In line with esti-
mates in Ref. [29], the former constitutes $40% of the latter
around q0=1 GeV, being reduced to about 20% at q0
=3 GeV.

C. In-medium self-energies with baryons

It is important to realize that thermal emission rates of
dileptons and photons are intimately connected, both being
based on the e.m. current-current correlator, albeit evaluated

in distinct kinematical domains, i.e., timelike !M2=q0
2

−q2&0" vs lightlike !M2=0", respectively. The latter may
imply the prevalence of different processes in the corre-
sponding observable, but consistency can and should be
tested. In particular, we recall that baryonic sources are very
important [16,30] for understanding the observed excess in
low-mass !M'1 GeV" dilepton production in (semi) central
Pb-Au collisions at both full !160A GeV" [31] and lower
!40A GeV" [17] SPS energy. It is therefore mandatory to
scrutinize the role of baryons in photon production, espe-
cially since most investigations thus far not revealed substan-
tial contributions [32–34].
We here make use of the hadronic many-body calcula-

tions of the in-medium "!770" spectral function [35–37],
which, when evaluated for M2→0, directly yield pertinent
photon emission rates via Eq. (4). Within the VDM, one has
(schematically)

Im (em = %
V=",),*

mV
4

gV
2 Im DV !12"

!mV, gV, and Im DV: vector-meson masses, coupling con-
stants, and spectral functions, respectively". In the follow-
ing we focus on contributions arising from the " meson,
which are dominant since g"

2/g)
2 #10. In addition to in-

medium effects in the pion cloud of the " meson !encoded
in a modified two-pion decay width +"!!", resonant
"-h!h=!, K, ", N, ,, . . ." interactions are incorporated
through self-energy expressions of type

+"h
-.!q0, q! ;T" =& d3p

!2!"3
1

2)h!p"
'fh„)h!p"…

− f"h„)h!p" + q0…(M"h
-.!p, q" , !13"

where the isospin averaged " scattering amplitude M"h is
integrated over the thermal distribution fh!)h!p""
= (exp')h!p"/T(±1)−1 of the corresponding hadron species
h with )h!p"=)mh

2+p!2. The advantage of writing the self-
energy in terms of the forward scattering amplitude is that
in-medium resonance widths, accounting for higher order
effects in temperature and density, are readily imple-
mented without facing problems of double counting. The
latter becomes more difficult to keep track of when evalu-
ating higher order topologies in the kinetic-theory ap-
proach represented by Eq. !5" '38(. All of the resonances
used in constructing the " self-energy are enumerated in
Refs. '26,36(, which also contains more details on how the
interactions are constrained by hadronic phenomenology.
The results from the hadronic many-body approach are

compiled in Fig. 3 for two temperature-density values char-
acteristic for meson-to-baryon ratios at full CERN-SPS en-
ergy !160A GeV".
The solid curve is the net photon spectrum obtained by

taking the full ("-meson) spectral density to the photon point,
whereas the long-dashed curve represents the nonbaryonic
(sub) component. One observes that the low-energy regime,
q0/1 GeV, of the photon emissivity is dominated by bary-
onic effects (quite reminiscent to what has been found for

FIG. 2. (Color online) Photon-producing reaction rates involv-
ing strange mesons at a temperature T=200 MeV with form factor
effects included.
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low-mass dileptons). These are mostly due to direct !N reso-
nances such as "!1232", N!1520", as well as "!1232"N−1
and NN−1 excitations in the two-pion cloud of the ! (which,
to leading order in density, correspond to t-channel one-pion
exchange in processes of type #N→$N). These contribu-
tions should be rather reliable for baryon densities up to at
least normal nuclear matter density, !0=0.16 fm−3, being
constrained by photoabsorption spectra on nucleons and nu-
clei [37] (including hadronic vertex form factors with rather
soft cutoff parameters around 600 MeV). At comparable
baryonic densities this approach yields about a factor of two
more photons than the results obtained in Ref. [32], where
only nucleonic degrees of freedom were accounted for within
the (on-shell) chiral reduction formalism (see Ref. [39] for an
update including "!1232" and N!1520" resonances).
Beyond #1 GeV, mesonic (resonance) states become the

dominant source of photons in the many-body approach,
which includes radiative decays of %!782", h1!1170",
a1!1260", f1!1285", #!1300", a2!1320", %!1420", %!1650",
K*!892", and K1!1270". In particular, the %→#$ decay ex-
hibits an appreciable low-energy strength, consistent with the
early results of Ref. [25]. Note that all hadronic vertices
carry (dipole) form factors with typical cutoff parameters of
around 1 GeV, as extracted from an optimal fit to measured
hadronic and radiative branching ratios within VDM [26];
t-channel exchange processes between mesons as discussed
in Sec. II B (e.g., OPE or a1 exchange in #!→#$) are not
implicit in the spectral densities leading to the results of Fig.
3. They are mostly relevant at photon energies beyond
1 GeV and therefore do not significantly figure into bulk
(low-mass) dilepton production, the latter being dominated
by (transverse) momenta qt&M. As mentioned above, the
underlying VDM coupling to the photon exclusively pro-
ceeds through the !!770" which implies that the strength in
the pertinent e.m. correlation function beyond mass/energy
scales of #1 GeV is no longer correctly saturated, as it is
restricted to two-pion-type states. The construction of the
total emission rate will be discussed in the following section.

D. ! t-channel exchange and total rate

Before combining the various contributions to the thermal
photon rate we investigate one more process of potential im-
portance which is not present in the above and, to our knowl-
edge, has not been addressed before. Within the SU!2" flavor
symmetry, the % is a chiral singlet, but is known to exhibit a

large coupling to #! and thus, via VDM, to #$ states. Its
s-channel decays have indeed been calculated as early as in
Ref. [25] (and are included above), but its t-channel ex-
change in the reaction #!→#$ has not. We here have cal-
culated the pertinent contribution to the thermal emission
rate using Eqs. (5) and (11) with the same coupling and form
factor type as for the s-channel graph [26] (corresponding to
Fig. 3), see below.
In Fig. 4 we summarize our results for the thermal photon

emissivities from hadronic matter as evaluated in the preced-
ing sections.
At low energies, q0'1 GeV, the emission rate from the

hadronic many-body approach (! spectral function) [36],
with major contributions from baryonic sources, dominates.
Between energies of 1 and 2 GeV, meson gas emissivities
become competitive and eventually dominate the rates at
high energies. Remarkably, the % t-channel exchange in #!

FIG. 3. (Color online) Thermal
photon production rate (under
conditions resembling CERN-SPS
Pb!158A GeV"+Pb collisions) in
the hadronic many-body approach
of Refs. [26,35,36] based on an
in-medium ! spectral function.
Left panel: for temperature and
baryon chemical potential !(B, T"
= !340, 150" MeV, right panel:
!(B, T"= !220, 200"MeV.

FIG. 4. (Color online) Compilation of thermal photon produc-
tion rates from hot and dense hadronic matter computed in the
present work at temperature T=200 MeV and baryonic chemical
potential (B=220 MeV (translating into total-pion to net-baryon
ratio of #5). Dashed and dotted lines correspond to the non/strange
MYM meson gas emissivities of Sec. II B using the parametriza-
tions given in the Appendix, solid line to the ! spectral function
approach including baryons, and the dashed-dotted line is solely
due to % t-channel exchange in #!→#$.

HADRONIC PRODUCTION OF THERMAL PHOTONS PHYSICAL REVIEW C 69, 014903 (2004)
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∼ 2 over essentially all (relevant) energies below 3 GeV might not be a mere coincidence. A similar behaviour has
been found before for dilepton production rates [36], perhaps suggesting a type of “quark-hadron duality” for e.m.
emission close to the expected phase boundary. It would be most valuable to shed further light on this issue from
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FIG. 5: (Color online) Comparison of HG and QGP photon production rates at T=200 MeV. Solid line: hadronic many-body
approach of Refs. [26, 35, 36] (solid curve), dashed line: mesonic contribution including hadronic form factors, dotted line:
simple pQCD result [25] according to Eq. (14), dashed-dotted line: complete leading-order QGP emission [40].

first principle lattice calculations, which, at the moment, are only reliable at sufficiently large invariant masses where
they are, as expected, close to perturbative results [41].

III. PHOTON SPECTRA IN ULTRARELATIVISTIC HEAVY-ION COLLISIONS

A. Hard Photons and Thermal Fireball Evolution

For a realistic comparison with direct photon spectra as extracted in heavy-ion collisions two further ingredients
are required.

First, the thermal rates of the previous sections have to be convoluted over the space-time history of the reaction.
Assuming that thermal equilibrium can be established and maintained, hydrodynamic simulations are the method of
choice, see e.g. Ref. [10]. Here we employ a more simple fireball model [36, 42], which incorporates essential elements
of hydrodynamic calculations. The fireball evolution is started at a ”formation” (or thermalization) time τ0 ≤ 1 fm/c,
which relates to the initial longitudinal extent of the firecylinder as ∆z ≃ ∆yτ0 with ∆y ≃ 1.8 corresponding to the
approximate rapidity coverage of a thermal distribution. The subsequent volume expansion, VFB(τ), is carried through
QGP, mixed and hadronic phases until ”thermal” freezeout at Tfo=100-120 MeV, where hadrons cease to interact.
The equations of state (EoS) for QGP and HG are modelled via thermal quasiparticles and a resonance gas (including
about 50 species), respectively. Based on the conservation of net baryon-number, NB, and total entropy, S, one is able
to extract the temperature and baryon chemical potential at any given (proper) time, thereby defining a trajectory in
the µB-T plane. The transition from the QGP to HG phase is placed at ”chemical freezeout” points extracted from
hadron ratios in experiment [43]. Consequently, in the HG evolution from chemical to thermal freezeout, hadrons
stable under strong interactions (pions, kaons, etc.) have to be conserved explicitly by introducing associate chemical
potentials (µπ , µK , etc.). This has not been done in previous calculations of thermal photon production [8, 9, 10],
and induces a significantly faster cooling in the hadronic phases [29]. In addition, at collider energies (RHIC and
LHC), the conservation of the observed antibaryon-to-baryon ratio (which at midrapidities is no longer small) in the
hadronic evolution becomes important [44]. An accordingly introduced (effective) chemical potential for antibaryons
has been shown to impact the chemistry at later stages appreciably [44] (in particular, it is at the origin of large
meson-chemical potentials, again implying faster cooling). For each collision energy, the value of the specific entropy,
S/NB, is fixed to reproduce observed hadron abundances. The total yield of thermal photons in an A-A collision then

Turbide, Rapp, and Gale, PRC (2004)

Integrate rates with 
hydro evolution
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¢At low pT, spectrum dominated by thermal 
components (HG, QGP) 

¢At high pT, spectrum dominated by pQCD 
¢Window for jet-QPG contributions at mid-

pT? 
¢All hydro calculations undershoot low pT 

photons

13Turbide, Gale, Frodermann, Heinz, PRC (2008);

Higher pT: G. Qin et al., PRC (2009)
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Fig. 18. The spectrum of real photons measured in Au - Au collisions at RHIC. The top panel
data is extracted following the same technique (identifying low mass dileptons with a virtual
photon) as that used for the low momentum part of Figure 13, and is for a centrality class of
0 - 20%. The data set “PHENIX (1)” is from [65], while the data set “PHENIX (2)” is from
[67]. The latter supersedes the former. The bottom panel is for a centrality class of 0 - 10%;
the higher momentum data there corresponds to a direct measurement and is from Ref. [68].
The different contributions are discussed in the main text.

RγAA(b, pT ,y) =

∫ 2π
0 dφdNγ (b)/d2pT dy

2πTAB(b)dσ pp
prompt/d2pTdy

(33)

we only consider y = 0 in this work. Also, as advertised previously, the azimuthal anisotropy
coefficient might help disentangle some of the photon sources. Both these projections of the
data are examined. In what concerns RγAA, it is first useful to isolate some of the cold nuclear
matter effects; this is done in the left panel of Figure 19. In these estimates, a considerable
effect on the nuclear modification factor is caused by neglecting the jet-plasma photons. This
amounts to a reduction of approximately 30% (at intermediate values of pT ), as seen in the
right panel of Fig. 19. The two extreme cases - where jet-plasma photons are present or not -
bracket the experimental data; the current large error bars do not permit a choice. The apparent
downward trend of the data is intriguing. Isospin contributes to this as noticed in Ref. [70], and
seen in the left panel. Notably, in the calculations presented here, the additional suppression in
RγAA originates from the fact that jets fragmenting into photons have lost energy. This consti-

PHOTONS @ RHIC: RATES ARE INTEGRATED USING 
“STANDARD” RELATIVISTIC HYDRODYNAMIC MODELLING

2

FIG. 1: (Color online) Measured and calculated photon spectra in 0−20% centrality Au+Au collisions at RHIC (a) and 0−40%
centrality Pb+Pb collisions at the LHC (b). Photons from thermal sources and from pQCD are shown separately, as well as
their sum. The Au+Au collisions data at RHIC (a) are from the PHENIX Collaboration [6], those for Pb+Pb collisions at the
LHC (b) from the ALICE Collaboration [7]. See text for a detailed discussion.

initially “dim” gluon plasma and a QGP that reaches
chemical equilibrium very quickly? In an attempt to
start answering questions such as these, and to exploit
the penetrating nature of the electromagnetic radiation,
the space-time history of photon emission is explored.
We show that strategic cuts on the photon transverse
momentum have the potential to make their thermomet-
ric nature even more explicit.

The dynamical evolution of the radiating fireball is
modeled with the boost-invariant hydrodynamic code
VISH2+1 [15], using parameters extracted from pre-
vious phenomenologically successful studies of hadron
production in 200AGeV Au+Au collisions at RHIC
[16, 17] and in 2.76ATeV Pb+Pb collisions at the LHC
[18, 19]. We here use ensemble-averaged Monte-Carlo
Glauber (MCGlb) initial conditions which we propagate
with η/s=0.08 [16–19] and the lattice-based equation of
state (EoS) s95p-PCE-v0 [20] which implements chemi-
cal freeze-out at Tchem=165MeV. We start the hydro-
dynamic evolution at τ0 =0.6 fm/c, corresponding to a
peak initial temperature (energy density) in the fire-
ball center of T0 =452MeV (e0 =62GeV/fm3) at the
LHC (Pb+Pb at 0−40% centrality), and of T0=370MeV
(e0 =35GeV/fm3) at RHIC (Au+Au at 0−20% central-
ity). We end it on an isothermal hadronic freeze-out sur-
face of temperature Tdec=120MeV.

Photons are emitted from the fireball using photon
emission rates that are corrected [10] for deviations from
local thermal equilibrium caused by the non-zero shear
viscosity of the medium. We keep all terms linear in
the viscous pressure tensor πµν , both in the in- and out-
going distribution functions and in the self-energies of
the particles exchanged in the radiative collision pro-
cesses. At this point we include only 2→ 2 scatter-
ing processes; in the QGP our 2→ 2 rates are accu-
rate to leading order of the strong coupling constant

[10]. (A complete leading-order calculation including
soft collinear gluon emission and its viscous corrections
is under way.) We focus on photons with pT < 4GeV
and ignore the contributions from hard pre-equilibrium
processes which do not significantly affect the extrac-
tion of the inverse photon slope in this pT -region [21].
The hadronic phase (HG) is modeled as an interact-
ing meson gas within the SU(3)×SU(3) massive Yang-
Mills approach (see Refs. [22–24] for details), with non-
equilibrium chemical potentials to account for chemical
decoupling at Tchem=165MeV. Both approaches to com-
puting the emission rates are expected to break down in
the phase transition region. To avoid discontinuities, the
QGP and HG emission rates are linearly interpolated in
the temperature window 184MeV<T < 220MeV where
our employed EoS [20] interpolates continuously between
the lattice QCD data and the hadron resonance gas
model in such a way that the smooth crossover character
of the phase transition seen on the lattice is preserved.

As a prelude to the temperature studies to be reported
in this work, it is useful to compare the results of our
calculations with the photon spectra measurements per-
formed at RHIC and at the LHC by the PHENIX and
ALICE collaboration, respectively. The calculated spec-
tra shown in Figure 1 include the thermal rates corrected
for shear viscosity effects integrated over the viscous hy-
drodynamical space-time evolution, and also the prompt
photons resulting from the very early interactions of the
partons distributed inside the nucleus. The photon rates
used for these spectrum calculations differ slightly from
what is used in the rest of this paper, due to the sensi-
tivity of the photon spectra to details of the rates that
are not relevant for the study of effective temperatures.
For the QGP rate, the full leading order ideal rate is
used instead of the 2 → 2 one, together with the vis-
cous correction to the 2 → 2 rate. This is justified by

Shen, Heinz, Paquet, Gale, 

PRC (2014)
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ONE OF THE USES OF PHOTONS: CHARACTERIZING THE HOT 
MATTER CREATED AT RHIC
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FIG. 3: (color online) The fraction of the direct photon com-
ponent as a function of pT . The error bars and the error band
represent the statistical and systematic uncertainties, respec-
tively. The curves are from a NLO pQCD calculation (see
text).

distorted within the systematic uncertainties, and the
fitting procedure is applied to the distorted spectrum to
determine the systematic uncertainties in r. The sys-
tematic uncertainty due to the variation of mlow is also
included. The dominant uncertainty is the particle com-
position in the hadronic cocktail, namely the η/π0 ratio
which is 0.48±0.03(0.08) at high pT for p+p (Au + Au)
based on PHENIX measurements [17]. This corresponds
to a ≃ 7% (≃ 17%) uncertainty in the p + p (Au + Au)
cocktail for 0.1 < mee < 0.3 GeV/c2. Other sources
cause only a few percent uncertainty in the data to cock-
tail ratio.

Figure 3 shows the fraction r of the direct photon com-
ponent determined by the two-component fit in (a) p + p
and (b) Au + Au (Min. Bias). The curves represent
the expectations from a next-to-leading-order perturba-
tive QCD (NLO pQCD) calculation [18]. For p + p,
the curves show the ratio dσNLO

γ (pT )/dσincl
γ (pT ), where

dσNLO
γ (pT ) is the direct photon cross section from the

NLO pQCD calculation and dσincl
γ (pT ) is the inclusive

photon cross section. For Au + Au, the curves represent
TAAdσNLO

γ (pT )/dN incl
γ (pT ), where TAA is the Glauber

nuclear overlap function and dN incl
γ (pT ) is the inclusive

photon yield. The three curves correspond, from top to
bottom, to the theory scale µ = 0.5 pT , pT , and 2 pT ,
respectively, showing the scale dependence of the theory.
While the fraction r is consistent with the NLO pQCD
calculation [18] in p + p, it is larger than the calculation
in Au + Au for pT < 3.5 GeV/c.

The direct photon fraction r in Fig. 3 is converted to
the direct photon yield as dNdir(pT ) = r × dN incl(pT ).
The inclusive photon yield dN incl(pT ) for each pT bin
is determined from the yield of e+e− pairs for mee <
0.03 GeV/c2 using Eq. (1). Here we use the fact that in
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FIG. 4: (color online) Invariant cross section (p + p) and in-
variant yield (Au + Au) of direct photons as a function of pT .
The filled points are from this analysis and open points are
from [19, 20]. The three curves on the p + p data represent
NLO pQCD calculations, and the dashed curves show a modi-
fied power-law fit to the p+p data, scaled by TAA. The dashed
(black) curves are exponential plus the TAA scaled p + p fit.
The dotted (red) curve near the 0–20% centrality data is a
theory calculation [7].

this mass range the process dependent factor S is unity
within a few percent for any photon source.

Figure 4 compares the direct photon spectra with pre-
viously measured direct photon data from [19, 20] and
NLO pQCD calculations [18]. The systematic uncer-
tainty of the inclusive photon (14% from the uncertainty
in the e+e− pair acceptance correction[12]) is added in
quadrature with the systematic uncertainties of these
data. The p + p data are shown as an invariant cross
section using dσ = σinel

pp dN .
In this analysis we have converted the yield of excess

e+e− pairs to that of real direct photons using Eq. (1), as-

suming S = 1. This implies d2nee

dmee
= 2α

3π
1

mee
dnγ . Thus the

yield of the excess e+e− pairs for 0.1 < mee < 0.3 GeV/c2

before the conversion can be obtained by multiplying the
direct photon yield by a factor of 2α

3π log 300
100

= 1.7×10−3.
The pQCD calculation is consistent with the p+p data

within the theoretical uncertainties for pT > 2 GeV/c. A
similarly good agreement is observed for π0 [21]. The
p+p data can be well described by a modified power-law
function (App(1+p2

T /b)−n) as shown by the dashed curve
in Fig. 4. The Au + Au data are above the p+p fit curve

Texcess = 221±19 ±19MeV

PHENIX, PRL 104 (2010)

Flow effects will be important

•van Hees, Gale Rapp,PRC (2011) 
•Shen, Heinz, Paquet, Gale, PRC (2014)
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BEYOND SIMPLE SPECTRA: FLOW AND CORRELATIONS 

• Soft photons will go with the flow 
• Jet-plasma photons: a negative v2 

• Details will matter: flow, T(t). . .

Turbide, Gale, Fries PRL (2006) 
Low pT: Chatterjee et al., PRL (2006) 
All pT: Turbide et al., PRC (2008) 
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FIG. 5: (Color online) Nuclear modification factor of direct photon in central Au+Au collisions at RHIC in 2D+1 hydro, with
a scale Q = pT /

√

2 in the prompt contribution. Left panel: effect of shadowing and isospin on the prompt contribution without
medium effects. Righ panel: the effect of QGP and the scale is studied. The effect of a scale Q = pT is shown by the double
dash-dotted line, while the effect of removing all photons produced from jet-medium interactions is shown by the dashed line.
The result obtained without isospin effects is shown by the dot-dashed line. Data points are from PHENIX [29].

curve shows the nuclear modification factor evaluated with all sources described in this paper, together with the
relativistic hydrodynamics evolution. Recall that the relativistic hydrodynamics modeling is constrained by a set of
soft hadronic data [11]. The larger visible effect on the nuclear modification factor appears when jet-plasma photons
are neglected (dashed line), causing a 30% reduction at pT = 8 GeV. The jets are however allowed to loose energy
before fragmentation (like all cases in this panel). Because of the large errors, the data does not currently permit
to choose between the cases where the jet-plasma photons are present or absent. However, it is important to realize
that Rγ

AA < 1 at higher values of pT , is a direct consequences of the fragmentation photons being affected by the
energy loss of the fragmenting jet, as well as isospin effect in the nucleus-pdf. Should this trend, apparent in Figure
5, be confirmed experimentally, a quantitative link would exist between the high momentum nuclear modification
factor of photons, and that of strongly interacting particles also born out of jet fragmentation. It is important for the
same approach to reproduce both observables. Also, the large values of Rγ

AA observed at pT < 6GeV/c (right panel
of Fig. 5) are directly attributable to thermally-induced channels, in our approach. Our calculated results appear
to overestimate the central values of the measured quantities (note however that the denominator of Rγ

AA is slightly
underestimated at low pT by pQCD: correcting this will make our result correspondingly smaller), but smaller error
bars would go a long in quantifying the medium-related processes.
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FIG. 6: (Color online) Azimuthal anisotropy of direct photons in 20-40% central collisions at RHIC, within a 2D+1 hydro
model. Dashed line : jet-plasma contributions; dot-dashed line: jet-fragmentation contribution; double dot-dashed line: thermal
radiation of QGP; solid line: sum of QGP, prompt and hadronic gas contributions. The data are from Ref. [31].

We turn now to calculations and measurements of photon azimuthal anisotropy. This was discussed for low pT

photons in Ref. [28], and for high pT photons in Ref. [5]; both regions are treated here. Using Eq. (25), vγ
2 (for real
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FIG. 1: (Color online) (a,b,c) v2 in minimum bias collisions,
using two different reaction plane detectors: (solid black cir-
cles) BBC and (solid red squares) RXN for (a) π0, (b) inclu-
sive photon, and (c) direct photon. (d) direct photon fraction
Rγ for (solid black circles) virtual photons [5] and (open blue
squares) real photons [8] and (e) ratio of direct photon to π0

v2 for (solid black circles) BBC and (solid red squares) RXN.
The vertical error bars on each data point indicate statistical
uncertainties and shaded (gray and cyan) and hatched (red)
areas around the data points indicate sizes of systematic un-
certainties.

inclusive photon v2 measurements are largely immune to
energy scale uncertainties which are typically the domi-
nant source of uncertainty in an absolute (invariant yield)
measurement. The uncertainties on v2 are dominated by
the common uncertainty on determining σRP and by un-
certainties on particle identification. Uncertainties from
absolute yields enter indirectly via the hadron cocktail
(normalization) and more directly at higher pT (where
the real photon measurement is used) by the Rγ(pT )
needed to establish the direct photon v2. Note that due
to the way vγ,dir2 is calculated, once Rγ is large, its rela-

tive error contributes to the error on vγ,dir2 less and less.
Figure 1 shows steps of the analysis using the mini-

mum bias sample, as well as the differences between re-
sults obtained with BBC and RXN. The first v2 of π0 and
inclusive photons (vπ

0

2 ,vγ,inc2 ) are measured, as described

above (panels (a) and (b)). Then, using the vγ,bg2 of pho-
tons from hadronic decays and the Rγ direct photon ex-

cess ratio, we derive the vγ,dir2 of direct photons (panel
(c)). Panel (d) shows the Rγ(pT ) values from the di-
rect photon invariant yield measurements using internal
conversion [5] and real [8] photons, with their respective

uncertainties. Panel (e) shows the ratio of vγ,dir2 /vπ
0

2 .
We observe substantial direct photon flow in the low pT

region (c), commensurate with the hadron flow itself (e).
However, in contrast to hadrons, the direct photon v2
rapidly decreases with pT ; and starting with 5 GeV/c
and above, it is consistent with zero (c). The rapid tran-
sition from high direct photon flow at 3 GeV/c to zero
flow at 5 GeV/c is also demonstrated on panel (e), since
the π0 v2 changes little in this region [4].
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FIG. 2: (Color online) (a,c,e) Centrality dependence of v2
for (solid black circles) π0, (solid red squares) inclusive pho-
tons, and (b,d,f) (solid black circles) direct photons measured
with the BBC detector for (a,b) minimum bias (c,d) 0-20%
centrality, and (e,f) 20-40% centrality. For (b,d,f) the direct
photon fraction is taken from [5] up to 4 GeV/c and from [8]
for higher pT . The vertical error bars on each data point
indicate statistical uncertainties and the shaded (gray) and
hatched (red) areas around the data points indicate sizes of
systematic uncertainties.

A major issue in any azimuthal asymmetry measure-
ment is the potential bias from where in pseudorapidity
the (event-by-event) reaction plane is measured. At low
pT – where multiplicities are high and particle production
is dominated by the bulk with genuine hydrodynamic be-
havior – there is no difference between the flow derived
with BBC and RXN. However, at higher pT we observe
that the v2 values using BBC and RXN diverge, particu-
larly for π0 (panel (a) in Fig. 1), less for inclusive photons.
For direct photons (panel (c)) the two results are appar-
ently consistent within their total errors, including the

(2008)

(2011)



Charles Gale

!

PROGRESS IN CHARACTERIZATION TOOL: 
3D VISCOUS RELATIVISTIC HYDRODYNAMICS

¢MUSIC: 3D relativistic hydro 
� Ideal: Schenke, Jeon, and Gale, PRC 

(2010) 
� FIC and Viscous: Schenke, Jeon, Gale, 

PRL (2011)

16

MUSIC:
(3+1)D HYDRODYNAMIC SIMULATION OF . . . PHYSICAL REVIEW C 82, 014903 (2010)

particle spectra. However, it turns out that for computing
anisotropic flow and especially higher harmonics than v2 it
is essential to determine the freeze-out surface much more
precisely. To do so, within MUSIC we employ the following
method:

We define a cube in four dimensions that may reach over
several lattice cells in every direction and over several τ
steps, and determine if and on which of the cube’s 32 edges
the freeze-out surface crosses. In this work we let the cube
extend over one lattice cell in each spatial dimension and
over ten steps in the time direction. If the freeze-out surface
crosses this cube, we use the intersection points to perform
a 3D-triangulation of the three dimensional surface element
embedded in four dimensional space. This leads to a group of
tetrahedra, each contributing a part to the hypersurface vector.
This part is of the form

d"n
µ = εµαβγ AαBβCγ /6, (59)

where A, B, and C are the three vectors that span the
tetrahedron n. The factor 1/6 normalizes the length of
the vector to the volume of the tetrahedron. We demand
that the resulting vector points into the direction of lower
energy density, i.e., outwards. The vector-sum of the found
tetrahedra determines the full surface-vector in the given
hypercube.

Depending on where the freeze-out surface crosses the
edges, the structure may be fairly simple (e.g., eight crosses,
all on edges in x direction) or rather involved (crossings on
edges in many different directions). The current algorithm is
close to perfect and fails to construct hyper-surface elements
only in very rare cases. Typically these are cases when the
surface crosses the cube in many different directions, e.g., in
the ηs , x, and τ direction. However, even for these cases a
full reconstruction can usually be achieved and the algorithm
was found to succeed in determining the volume element
in ∼99% of the cases for the studied systems. The ∼1%
of surface elements that could not be fully reconstructed
usually miss only one tetrahedron. Because one typocally
needs between eight and 20 tetrahedra to reconstruct a cell,
the error introduced by missing one tetrahedron in the 1%
of the cells lies between 5 and 15%. Considering the high
complexity of the triangulation procedure in four dimensions,
this is a very satisfactory result.

VII. RESULTS

To obtain results for particle spectra, we first compute the
thermal spectra of all particles and resonances up to ∼2 GeV
using Eq. (48) and then perform resonance decays using
routines from AZHYDRO [21,85,92,93] that we generalized
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FIG. 1. (Color online) pT spectra for π−, K−, and p̄ at
central collisions using different equations of state [thin lines:
AuAu-1 (EOS-Q), thick lines: AuAu-3 (EOS-L)] compared to
0–5% central PHENIX data [95]. The used impact parameter was
b = 2.4 fm.

to three dimensions. Unless indicated otherwise, all shown
results include the resonance feed-down. Typically, the used
time step size is )τ ≈ 0.01 fm/c, and the spatial grid spacings
are )x = )y = 0.08 fm, and )ηs = 0.3. This is significantly
finer than in previous 3+1D simulations: [94] for example uses
)τ = 0.3 fm/c, )x = )y = 0.3 fm, and )ηs = 0.3. The
possibility to use such fine lattices is an improvement because
it is mandatory when computing higher harmonics like v4 as
demonstrated below. Another advantage of using large lattices
is that in the KT scheme the numerical viscosity decreases
with increasingly fine lattices (see the Appendix). The spatial
extend of the lattice used in the following calculations is 20 fm
in the x and y direction, and 20 units of rapidity in the ηs

direction.

A. Particle spectra

In Fig. 1 we present the transverse momentum spectra for
identified particles in Au+Au collisions at

√
s = 200 GeV

compared to data from PHENIX [95]. The used parameters
are indicated in Table I. They were obtained by fitting the data
at most central collisions.

We reproduce both pion and kaon spectra well. The model
assumption of chemical equilibrium to very low temperatures
leads to an underestimation of the antiproton spectrum. The
overall shape is however well reproduced, even more so with
the EOS-L that leads to flatter spectra [86].

One way to improve the normalization of the proton and
anti-proton spectra (as well as those of multistrange baryons)
is to employ the partial chemical equilibrium model (PCE)
[32,85,96], which introduces a chemical potential below a
hadron species dependent chemical freeze-out temperature.
Note that the initial time was set to τ0 = 0.4 fm/c when using

TABLE I. Parameter sets.

set EoS τ0 [fm] ε0 [GeV/fm3] ρ0 [1/fm3] εFO [GeV/fm3] TFO [MeV] α ηflat ση

AuAu-1 EOS-Q 0.55 41 0.15 0.09 ≈130 0.25 5.9 0.4
AuAu-2 EOS-Q 0.55 35 0.15 0.09 ≈130 0.05 6.0 0.3
AuAu-3 EOS-L 0.4 55 0.15 0.12 ≈137 0.05 5.9 0.4
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FIG. 2. (Color online) Centrality dependence of pseudorapidity
distribution compared to PHOBOS data [97]. From top to bottom,
the used average impact parameters are b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm.

the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
just as well.

Next, we show the pseudorapidity distribution of charged
particles at different centralities compared to PHOBOS data
[97] in Fig. 2. The only parameter that changes in going to
larger centrality classes is the impact parameter. Experimental
data are well reproduced also for semicentral collisions,
showing that the results mostly depend on the collision geom-
etry. The used impact parameters, b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm, were obtained using the optical
Glauber model and correspond to the centrality classes used
by PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Deviations
occur for more peripheral collisions because the soft collective
physics described by hydrodynamics becomes less important
compared to jet physics in peripheral events. However, we find
smaller deviations than [47].

In Fig. 4 we present results for the average transverse
momentum of pions and kaons as a function of pseudorapidity
in central collisions. We compare with 0–5% central data by
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FIG. 3. (Color online) Centrality dependence of π− transverse
momentum spectra compared to PHENIX data [95]. The curves (both
data and hydro) for 10–15%, 15–20%, and 20–30% centrality are
scaled by a factor of 5, 25, and 150, respectively. Thick lines are for
parameter set AuAu-3 (EOS-L), thin lines for AuAu-1 (EOS-Q).
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FIG. 4. (Color online) ⟨pT ⟩ for positive kaons and pions as a
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to different parameter sets: From top to bottom: AuAu-3 (EOS-L),
AuAu-1, AuAu-2 (EOS-Q).

BRAHMS [98] and find good agreement for kaons, but slightly
larger values for pions. This could be expected because the
calculated pT spectra are slightly harder than the experimental
data, especially when using the EOS-L (see Fig. 1).

B. Elliptic flow

We present results for v2 as a function of pT integrated over
the pseudorapidity range −1.3 < η < 1.3, which corresponds
to the cut in the analysis by STAR [99] that we compare to. We
show results for identified hadrons obtained using parameter
set AuAu-1 (EOS-Q) and AuAu-3 (EOS-L) in Fig. 5. While
the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.

Overall, we find that while the pion v2 is well reproduced,
both antiproton and charged hadron v2 is overestimated for
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FIG. 5. (Color online) pT dependence of the elliptic flow coeffi-
cient v2 for π− and p̄ using parameter set AuAu-1 (EOS-Q, thin lines)
and AuAu-3 (EOS-L, thick lines) compared to STAR data from [99].
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the EOS-L to match the data. The quoted parameter sets fit the
data very well, however, they do not necessarily represent the
only way to reproduce the data and a more detailed analysis of
the whole parameter space may find other parameters to work
just as well.

Next, we show the pseudorapidity distribution of charged
particles at different centralities compared to PHOBOS data
[97] in Fig. 2. The only parameter that changes in going to
larger centrality classes is the impact parameter. Experimental
data are well reproduced also for semicentral collisions,
showing that the results mostly depend on the collision geom-
etry. The used impact parameters, b = 2.4 fm, b = 4.83 fm,
b = 6.7 fm, and b = 8.22 fm, were obtained using the optical
Glauber model and correspond to the centrality classes used
by PHOBOS. We show the centrality dependence of the
transverse momentum spectrum of π− in Fig. 3. Deviations
occur for more peripheral collisions because the soft collective
physics described by hydrodynamics becomes less important
compared to jet physics in peripheral events. However, we find
smaller deviations than [47].

In Fig. 4 we present results for the average transverse
momentum of pions and kaons as a function of pseudorapidity
in central collisions. We compare with 0–5% central data by
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BRAHMS [98] and find good agreement for kaons, but slightly
larger values for pions. This could be expected because the
calculated pT spectra are slightly harder than the experimental
data, especially when using the EOS-L (see Fig. 1).

B. Elliptic flow

We present results for v2 as a function of pT integrated over
the pseudorapidity range −1.3 < η < 1.3, which corresponds
to the cut in the analysis by STAR [99] that we compare to. We
show results for identified hadrons obtained using parameter
set AuAu-1 (EOS-Q) and AuAu-3 (EOS-L) in Fig. 5. While
the pion elliptic flow is relatively well described for both
equations of state, we find an overestimation of the antiproton
v2, especially when using the EOS-L. This is compatible with
results in [86].

Charged hadron v2 is presented in Fig. 6 where we compare
results using different contributions of binary collision scaling
α which lead to different initial eccentricities. We also show
the result obtained by using the EOS-L, which is somewhat
above the EOS-Q result for lower pT but bends more strongly
to be smaller at pT = 2 GeV.

Overall, we find that while the pion v2 is well reproduced,
both antiproton and charged hadron v2 is overestimated for
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cient v2 for π− and p̄ using parameter set AuAu-1 (EOS-Q, thin lines)
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Tideal
µν = (ε + P)uµuν − Pgµν

T µν = Tideal
µν +π µν Israël & Stewart, Ann. Phys. (1979), Baier et al., 

JHEP (2008), Luzum and Romatschke, PRC (2008)
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FIG. 8. (Color online) Ratio of charged hadron flow harmo-
nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.

Schenke, Jeon, Gale, PRC (2012)
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5

from equilibrium) appeared in Ref. [33], and a viscosity-corrected rate (to first order in �f) was obtained recently in
[34], assuming forward-scattering dominance of the photon-producing reaction. The rates reported here are obtained
through a numerical integration of Eq. (8) with out-of-equilibrium distribution functions (Eq. (7)). The integrations
span the entire accessible phase space, carefully avoiding divergences as prescribed in Ref. [32]. Appropriate quantum
statistics have been used.

B. Photon emission from the hadronic gas

As the ensemble of partons thermalizes (totally or partially) and then expands and cools, it hadronizes into an
ensemble of colorless hadrons called here the hadronic gas (HG) which continues to expand and to cool even more.
The HG thermal electromagnetic emissivity has been characterized in Ref. [35]. Following that reference, a Massive
Yang-Mills (MYM) model is used to model the interactions between light pseudoscalars, vector and axial vector
mesons. The set we consider contains the elements {⇡,K, ⇢,K

⇤
, a

1

}, and the most important photon-producing rates
are ⇡ + ⇢ ! ⇡ + �, ⇡ + ⇡ ! ⇢ + �, ⇡ + K

⇤ ! K + �, ⇡ + K ! K

⇤ + �, ⇢ + K ! K + �, K⇤ + K ! ⇡ + �.
Two-body photon-production processes dominate the phase space for photon transverse momenta above 0.5 GeV [35].
All isospin-allowed channels are considered.

The viscous corrections also demand a complete recalculation of the HG photon rates, by including the corrected
distribution functions - see Eq. (7) - in all the relevant rate equations. Note that corrections of order �f2 are neglected
for consistency, as are corrections to Pauli-blocking or Bose-enhancement e↵ects. These corrections are found to be
small. The Appendix outlines the procedure for correcting the electromagnetic emissivities, allowing for viscous e↵ects
in the hadronic distribution functions.

IV. RESULTS

A. Viscous corrections: generalities

For both cases discussed in the previous section (QGP and HG), rates for “viscous photons” were not shown. In
fact, those require detailed dynamical information as they depend on the details of ⇡µ⌫ and of its time evolution as
specified by Eqs. (7) and (5). It is thus appropriate to examine this quantity here, and this is done in Figure 4, in
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FIG. 4. (Color online) Left panel: The time evolution of di↵erent components of the local ⇡µ⌫ tensor, divided by ⌘. Right
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the rest frame of a fluid cell; note that there ⇡

tt is 0. At the initial time, the viscous corrections are non-existent,
as we initialize the viscous pressure tensor to zero. They build up quickly, and then decay back to zero. Right after
the initial time, the magnitude of the zz component is larger than the other two diagonal ones by roughly a factor of
2, and this fact persists up to late times. The relative sign of ⇡

zz

can be understood from the fact that ⇡

ij

should
be traceless in the fluid rest frame (c.f. Eqs. (5, 6)). Note that this requirement was not enforced explicitly at each
step of the calculation. The preservation of this trace then reflects the stability of the numerics: see the right panel
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from equilibrium) appeared in Ref. [33], and a viscosity-corrected rate (to first order in �f) was obtained recently in
[34], assuming forward-scattering dominance of the photon-producing reaction. The rates reported here are obtained
through a numerical integration of Eq. (8) with out-of-equilibrium distribution functions (Eq. (7)). The integrations
span the entire accessible phase space, carefully avoiding divergences as prescribed in Ref. [32]. Appropriate quantum
statistics have been used.

B. Photon emission from the hadronic gas

As the ensemble of partons thermalizes (totally or partially) and then expands and cools, it hadronizes into an
ensemble of colorless hadrons called here the hadronic gas (HG) which continues to expand and to cool even more.
The HG thermal electromagnetic emissivity has been characterized in Ref. [35]. Following that reference, a Massive
Yang-Mills (MYM) model is used to model the interactions between light pseudoscalars, vector and axial vector
mesons. The set we consider contains the elements {⇡,K, ⇢,K

⇤
, a

1

}, and the most important photon-producing rates
are ⇡ + ⇢ ! ⇡ + �, ⇡ + ⇡ ! ⇢ + �, ⇡ + K

⇤ ! K + �, ⇡ + K ! K

⇤ + �, ⇢ + K ! K + �, K⇤ + K ! ⇡ + �.
Two-body photon-production processes dominate the phase space for photon transverse momenta above 0.5 GeV [35].
All isospin-allowed channels are considered.

The viscous corrections also demand a complete recalculation of the HG photon rates, by including the corrected
distribution functions - see Eq. (7) - in all the relevant rate equations. Note that corrections of order �f2 are neglected
for consistency, as are corrections to Pauli-blocking or Bose-enhancement e↵ects. These corrections are found to be
small. The Appendix outlines the procedure for correcting the electromagnetic emissivities, allowing for viscous e↵ects
in the hadronic distribution functions.
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fact, those require detailed dynamical information as they depend on the details of ⇡µ⌫ and of its time evolution as
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the rest frame of a fluid cell; note that there ⇡

tt is 0. At the initial time, the viscous corrections are non-existent,
as we initialize the viscous pressure tensor to zero. They build up quickly, and then decay back to zero. Right after
the initial time, the magnitude of the zz component is larger than the other two diagonal ones by roughly a factor of
2, and this fact persists up to late times. The relative sign of ⇡
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can be understood from the fact that ⇡
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should
be traceless in the fluid rest frame (c.f. Eqs. (5, 6)). Note that this requirement was not enforced explicitly at each
step of the calculation. The preservation of this trace then reflects the stability of the numerics: see the right panel

•Large at early times 
•Small at later times: viscosity corrections to the 

distribution functions will also vanish
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THE NET THERMAL PHOTON YIELD & V2

¢Viscous corrections make 
the spectrum harder, ≈100% 
at pT = 4 GeV.


¢Increase in the slope of 
≈15% at pT = 2 GeV.


¢Once pQCD photons are 
included: a few % effect 
from viscosity


¢The net elliptic flow is a 
weighted average. A larger 
QGP yield will yield a 
smaller v2.
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FIG. 7. (Color online) The net thermal photon yield, from QGP and HG sources. The ideal spectrum (i.e. using an ideal
hydrodynamics background), and the viscous spectrum (using a viscous hydrodynamics background and corrected microscopic
distribution functions) are shown as a solid and dotted line, respectively.
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FIG. 8. (Color online) Left panel: The thermal photon elliptic flow, considering only the photons originating from the QGP. As
in previous figures, the results of using ideal hydrodynamics (solid line), viscous hydrodynamics with equilibrium rates (dotted
line), and viscous hydrodynamics with �f corrections (dash-dotted line) are shown separately. Right panel: The thermal photon
elliptic flow, considering only the photons originating from the HG. The lines have the same meaning as those in the left panel.

v

2

is shown in the right panel of Figure 8 and there, all viscous corrections make the elliptic flow smaller, unlike the
case for the QGP. This is again a reflection of the richness of the dynamics contained in the time-dependence of ⇡µ⌫ .
Further note that the small structure at low momenta signals a crossover between two di↵erent hadronic channels
[40]. The net photon v

2

is then calculated and shown in Figure 9. Importantly, the total v
2

is a weighted average of
the individual (QGP, and HG) coe�cients, the weight being the value of the appropriate single-photon distribution.
Hence, in the computation of the final v

2

, the small QGP v

2

will get multiplied by a large emission rate, whereas
the smaller emission rate of the HG phase gets partially compensated by the larger flows. Both phases therefore
contribute to the final profiles shown in Figure 9.

D. Fluctuating initial conditions (FIC)

The recent years have witnessed a paradigm-shift in the analysis of heavy ion collision data. Up until recently,
smooth initial state distributions were mostly used in hydrodynamics analyses of relativistic nuclear collisions. These,
together with conservation laws, imply that odd-numbered expansion coe�cients in Eq. (1) vanish identically. As
discussed in the Introduction, this situation has changed with the work of Ref. [15] linking odd-numbered flow
harmonics to initial state fluctuations. The hydrodynamic simulation music with viscous corrections has recently
been modified to include FICs [8]. This has been used to make a prediction for size and momentum dependence of
the hadronic v

3

at RHIC. This prediction has been recently confirmed [41]. Here we seek to assess the importance of
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FIG. 9. (Color online) The net thermal photon elliptic flow. The curves have the same meaning as in Figure 7.

the event-by-event fluctuations on photon observables.
For initial conditions that are not smooth, it is important to specify how the reaction plane is determined. The

“participant plane” [42] is used here. Namely, one calculates event-by-event the angle  
2

with respect to the reaction
plane defined by the impact parameter:

 

2

=
1

2
arctan

✓

hr2 sin(2�)i
hr2 cos(2�)i

◆

(10)

where the averages are over wounded nucleon positions, (r,�), in the transverse plane. The angle  
2

then goes into
the evaluation of v

2

, with  
2

replacing  
r

in Eq. (1). Note that the initial eccentricity is maximized by the choice of
this participant plane. The studies performed here used ensembles of 50 events, leading to uncertainties of the order
of 5% on thermal photon spectra, and of the order of 15% on thermal photon v

2

. The precise value of these variations
is of course p

T

-dependent, but we find that elliptic flow does depend more strongly on the initial structure of the
energy density distribution than the momentum spectrum.

As already observed for hadrons [43] and more recently for photons [44], the lumpy initial states lead to a yield
enhancement. Again, the QGP and HG contributions are calculated separately. They are shown in the two panels
of Figure 10, and the quantitative importance of the enhancement can be judged there. As done previously, only
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FIG. 10. (Color online) The thermal photon yield, showing the e↵ect of FICs. The left panel shows the contribution from the
QGP, the right panel that of the HG. Note that the curve labeled “FIC” also includes all viscous corrections (time evolution
and �f)

this time with FICs, we plot the thermal photon v

2

for QGP and HG. This is shown in Figure 11. Finally, the net
photon spectrum and v

2

are shown in Figure 12. Clearly, in the centrality range studies in this work, the hot spots
and large gradients generated by the fluctuating initial conditions lead to a harder photon spectrum and to a larger
elliptic flow, and this remains true with the inclusion of a finite shear viscosity to entropy density ratio.

M. Dion et al., PRC 2011
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INITIAL STATE FLUCTUATIONS: A PARADIGM SHIFT 
IN HEAVY ION ANALYSES

21Schenke, Jeon, Gale, PRL (2011)

Lumpy MUSIC
Flow results from e-b-e viscous MUSIC
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MOVING INTO THE “CHARACTERIZATION” PHASE...

22

Schenke, Jeon, and Gale, PRC (2012)
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FIG. 6. (Color online) Positive pion average pT as a function
of rapidity y for 20-30% central Au+Au collisions from ideal
and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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(middle), and η/s = 0.16 (right). Results are averaged over
200 events each. Experimental data from PHENIX [58].

Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-

Higher harmonics

dN

d�
=

N

2⇡

 
1 +

X

n

(2vn cos(n�))

!

When including fluctuations, all moments appear:

n = 2 n = 3 n = 4 n = 5 n = 6

also v1 and n > 6.

Björn Schenke (BNL) H-QM 33 / 54

7

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1  2  3  4  5  6

v n
(v

is
co

us
)/v

n(
id

ea
l)

n

20-30%
 vn(η/s=0.08)/vn(ideal)
 vn(η/s=0.16)/vn(ideal) 

FIG. 8. (Color online) Ratio of charged hadron flow harmo-
nics in viscous simulations to the result from ideal hydrody-
namics. Results are averages over 200 single events each.

port coefficients of the quark-gluon plasma significantly.
The analysis of only elliptic flow is not sufficient for this
task, because it depends too weakly on both the initial
state granularity and η/s.
We present v2 and v3 as a function of pseudo-rapidity

in Fig. 11. The v2(ηp) result from the simulation is flat-
ter than the experimental data out to ηp ≈ 3 and then
falls off more steeply. A modified shape of the initial
energy density distribution in the ηs-direction, the inclu-
sion of finite baryon number, and inclusion of a rapidity
dependence of the fluctuations will most likely improve
the agreement.
In Fig. 12 we show results of vn(pT ) for different cen-

tralities using η/s = 0.08. Overall, all flow harmonics
are reasonably well reproduced. Deviations from the ex-
perimental data, especially of v3(pT ) in the most central
collisions indicate that our rather simplistic description
of the initial state and its fluctuations is insufficient. Im-
provements can be made by a systematic study with al-
ternative models for the fluctuating initial state based
on e.g. the color-glass-condensate effective theory (along
the lines of [60]).
Finally, the higher flow harmonics integrated over a

transverse momentum range 0.2GeV < pT < 2GeV
are shown in Fig. 13 as a function of centrality. v2 has
the strongest dependence on the centrality because it is
driven to a large part by the overall geometry. The odd
harmonics are entirely due to fluctuations as we have
discussed earlier, and hence do not show a strong depen-
dence on the centrality of the collision.

VII. SUMMARY AND CONCLUSIONS

We have demonstrated that the analysis of higher flow
harmonics within (3+1)-dimensional event-by-event vis-
cous hydrodynamics has the potential to determine trans-
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port coefficients of the QGP such as η/s much more pre-
cisely than the analysis of elliptic flow alone. We pre-
sented in detail the framework of (3+1)-dimensional vis-
cous relativistic hydrodynamics and introduced the con-
cept of event-by-event simulations, which enable us to
study quantities that are strongly influenced or even en-
tirely due to fluctuations such as odd flow harmonics.
Parameters of the hydrodynamic simulation were fixed
to reproduce particle spectra both as a function of trans-
verse momentum pT and pseudo-rapidity ηp. The studied
flow harmonics v2 to v5 were found to depend increas-
ingly strongly on the value of η/s and also on the initial
state granularity. This work does not attempt an exact
extraction of η/s of the QGP but our quantitative results
hint at a value of η/s not larger than 2/4π. The reason is
the strong suppression of v3 to v5 by the shear viscosity.
A higher granularity of the initial state counteracts this
effect, but our results indicate that this increase is not
large enough to account for η/s ≥ 2/4π. We will report
on a detailed analysis of higher flow harmonics at LHC
energies and a comparison to the experimental data in a
subsequent work.
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ALL TOGETHER NOW: FICS + VISCOSITY

¢Combined with viscous 
corrections, FIC yield an 
enhancement by ≈5 @ 4 GeV, 
and ≈2 @ 2 GeV 

¢Temperature estimated by 
slopes can vary considerably 

¢A combination of hot spots and 
blue shift hardens spectra 

¢FICs enhance v2 in this 
centrality class (0-20%), as for 
hadrons 

¢Net v2 is comparable in size to 
that with ideal medium, in 
this centrality class
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V. CONCLUSION

In this work we have sought to establish the quantitative importance of a finite shear viscosity coe�cient and of
fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.

In closing, it is worth mentioning that recently the PHENIX collaboration at RHIC has extracted a direct photon
v

2

from measured data [46]. Interestingly, this analysis concludes that the direct photon elliptic flow is comparable
in magnitude to that of the ⇡

0. This large photon elliptic flow is a challenge to most approaches, but may contain

Dion et al., PRC (2011) [FIC+Visc.] 
Chatterjee et al., PRC (2011) [FIC]
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fluctuating initial conditions on two real photon observables: the one-body spectrum and the transverse momentum
dependence of the elliptic flow coe�cient. This was done using music, a realistic 3+1D relativistic hydrodynamical
simulation. Importantly, comparisons between cases with and without viscous corrections were done using conditions
tuned to hadronic experimental data, and this was the case also for studies involving FICs. Results obtained here show
that the combined e↵ects of the viscosity and of the FICs are large enough to make their inclusion mandatory in any
attempt to quantitatively extract transport coe�cients of the hot and dense matter from thermal photon data. It was
not the point of this work to explicitly compare with experimental measurements just yet. Firstly, 3+1D relativistic
viscous hydrodynamics models are in their infancy, and systematic studies of all parameter dependences, in the spirit
of that in Ref. [45] for example, will be useful to establish a more precise quantitative link between observables and the
underlying hydrodynamics. Secondly, in what concerns the photon sources, an inclusive and consistent treatment of
all of them (pQCD photons, photons from jets interacting and fragmenting while losing energy . . . ) with and without
viscosity is still to be done. Finally, exploring the consequences of what has been found here on electromagnetic
observables at the LHC should prove interesting and relevant.
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PHOTON V2 DATA?

!Data is higher than calculation, even with e-b-e initial 
state fluctuations, and ideal hydro 

!Size comparable with HG v2
!28
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PHOTON V2 DATA?

¢Data is higher than calculation, even with e-b-e initial 
state fluctuations, and ideal hydro 

¢Size comparable with HG v2
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IC and comparison with PHENIX experimental data [16].

1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
pT (GeV/c)

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100

dN
/d

2 p TdY
  (

G
eV

-2
 c3 )

PHENIX
NLO pQCD + Thermal (FIC)
Thermal (FIC, σ=0.4 fm)
Thermal (SIC)
NLO pQCD

200A GeV Au+Au@RHIC
Direct Photons, 20-40% centrality

Fragmentation 

Compton+annihilation 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0
pT (GeV/c)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

v 2(p
T)

v2 (PP)

v2
tot (PP)

v2 smooth (MC)

v2
tot smooth (MC)

200A GeV Au+Au@RHIC
20-40% Centrality bin
σ=0.4 fm, τ0= 0.17 fm/c

Elliptic flow of thermal photons

PP: participant plane
RP: reaction plane

FIG. 8: (Color online) [Upper panel] Direct photon spectra
for 200A GeV Au+Au collisions at RHIC and for 20–40% cen-
trality bin [28] along with prompt (direct+fragmentation) and
thermal (fluctuating (FIC) and smooth (SIC) initial density
distributions) contributions. [Lower panel] v2 with (solid) and
without (dotted) the prompt photon contribution for smooth
and fluctuating IC.

C. Inclusion of prompt photons

As discussed earlier, the presence of prompt photons
in the direct photon spectrum decreases the elliptic flow.
The corrected spectra and elliptic flow taking also the
prompt photons into account are shown in Figure 8. The
PHENIX direct photon data for 200A GeV Au+Au colli-
sions at RHIC and for 20–40% centrality bin [28] is com-
pared with the prompt and thermal contributions (from
smooth and fluctuating IC) in the upper panel of Fig-
ure 8. We see from the figure that the prompt photons
from the NLO pQCD calculation start to dominate the
direct photon spectrum for pT > 4 GeV/c. The direct
(Compton+annihilation) and the fragmentation parts of
the prompt photons are shown separately.2 The fragmen-
tation part dominates over the direct part for pT < 3.5
GeV/c. We see that the thermal photons from fluctu-
ating IC (σ = 0.4 fm) added together with the prompt
photons explain the data really well in the region pT > 2
GeV/c.
The elliptic flow is now calculated by adding the

prompt contribution using the relation

v2 =
vth2 . dN th + vpr2 . dNpr

dN th + dNpr
=

vth2 . dN th

dN th + dNpr
as vpr2 ∼ 0.

(9)
In Eq. 9 vth2 and vpr2 are the elliptic flow of thermal and
prompt photons, respectively, and dN th and dNpr are
the thermal and prompt yields. Addition of prompt con-
tribution reduces the v2 from the fluctuating IC by ∼25%
at pT = 2 GeV/c and more than 50% at pT = 4 GeV/c.
The effect is larger for the v2 from smooth IC than for
the fluctuating IC, because fluctuations also increase the
total thermal photon yield at high-pT .

D. Elliptic flow and spectra at LHC

The elliptic flow of thermal photons for 2.76A TeV
Pb+Pb collisions at LHC and for 0–40% centrality bin
is shown in upper panel of Figure 9. Elliptic flow re-
sults from the fluctuating IC (v2(PP) and v2(RP)) are
compared with the result obtained from a smooth initial
state averaged IC. Similar to RHIC, fluctuations in the
IC increase the elliptic flow significantly compared to a
smooth IC in the region pT > 2 GeV/c at LHC. Thermal
photon v2 from 200A GeV Au+Au collisions at RHIC
using smooth IC is also shown for comparison. The ellip-
tic flow at LHC is little larger than at RHIC for 0–40%
centrality bin using smooth IC.
Our results for thermal photon elliptic flow from the

fluctuating IC at LHC are compared with the ALICE
preliminary direct photon v2 data [17] in the lower panel

2 Understanding that such a separation conceptually depends on
the scale choices.

Chatterjee et al. (2013)

RHIC
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PHOTON V2 DATA?
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Pb+Pb, 2.76 TeV 0-40%

Paquet et al., (2014)

LHC
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SOME FACTS AND SOME LEADS

¢FICs are here to stay. “Initial temperature” is ill-defined. 
¢Some room to explore systematically hydro initialization and 

parameters. This requires consistency with the hadronic data. 
¢Making the QGP signal larger will decrease the v2. The T=0 

photons, decrease v2. Suppose 2 sources: 
!
!
!

¢For each source: 
!
!
!

¢Tension between rates and elliptic flow for QGP signal 
¢Missing strength in the hadronic sector(?)
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SOME FACTS AND SOME LEADS

¢Can we improve on the hadronic rates? Baryons? Baryons 
+mesons? How important is bremsstrahlung? 

¢Early-times magnetic field effects? (Basar, Kharzeev, 
Skokov, PRL (2012); Basar, Kharzeev, Shuryak, arXiv:
1402.2286) 

¢Non-perturbative effects? Glasma effects (McLerran, 
Schenke, arXiv:1403.7462). See L. McLerran’s talk. Semi-
QGP: see S. Lin’s talk. 

¢Is the large photon elliptic flow telling us about the 
dynamics? 

¢Non-zero initial shear tensor? Primordial flow? Can we 
improve on the hydro initial states? 

¢Can we improve on the hydrodynamic evolution? Is the 
pQCD contribution really well-known?

27
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Fig. 3 Transverse-momentum distribution of inclusive pho-
tons as predicted by three different FFs and compared to
PHENIX data with statistical errors only at low (insert) and
high pT [10].

logµR/µD), we have chosen to freeze all three scales
(µR, µF and µD) at Q0 in the short- and long-distance
parts of our calulation. The error committed in this way
is then at least of next-to-next-to-leading order, coming
only from the uncompensated parts in the PDF and FF
evolutions, and it affects all three FFs in a similar and
only logarithmic way, ensuring a subdominant impact
on our comparison with data. The goodness of our fit
and its independence of the choice of FF can also be
observed in the high-pT region of Fig. 3.

We can then perform a χ2 test of the three dif-
ferent FFs in the signal region (pT < 5 GeV, see in-
sert of Fig. 3), finding an acceptable minimal value
of χ2/d.o.f. of 2.8 for BFG II, while the BFG I and
GRV NLO hypotheses lead to significantly larger val-
ues of 5.2 and 4.5, respectively, and can be rejected
at a confidence level of 99%. Looking at Fig. 3, these
values of χ2/d.o.f. are obviously dominated by the ex-
ceptionally high point at pT = 4.25 GeV, which to-
gether with the point at pT = 4.75 GeV comes from the
real photon analysis. Although the other data points
from the nearly real photon analysis overlap with these
two real photon data points within their respective pT -
correlated systematic errors (see Fig. 2 of Ref. [10]), the
systematic errors differ among the two analyses. If we
omit the two real photon data points from the fit, we
then find values of χ2/d.o.f. of 0.68 for BFG II, 0.61 for
BFG I and 0.63 for GRV. The current level of statisti-
cal (nearly real photons) and systematic (real photons)

precision thus does not yet allow to obtain stringent in-
formation on the photon FF. An improvement of about
a factor of five in the statistical error would still be
needed to apply our method successfully.

5 Conclusions

In this paper, we have seen that the combined virtual
and real photon data from PHENIX seem to favor the
BFG II parameterization with its relatively large gluon
distribution over BFG I and GRV. This observation is,
however, driven by an exceptionally high real-photon
data point, which overlaps with the virtual photon data
only within its large systematic error. The published
virtual photon data from PHENIX alone do not yet al-
low for a conclusive distinction of the three available
photon FFs and would require a reduction in their sta-
tistical error of at least a factor of five.

In the absence of new e+e− data, e.g. from a Lin-
ear Collider, our study shows nevertheless the poten-
tial of future inclusive photon measurements at BNL
RHIC and CERN LHC to constrain the photon FFs
with hadron collider data. In fact, much higher lumi-
nosities of 574 and 526 pb−1 have already been recorded
in 2013 by PHENIX and STAR, respectively, in pp col-
lisions at BNL RHIC and 5−10 pb−1 by the ALICE
experiment at CERN LHC with

√
s = 7 − 8 TeV. Un-

fortunately, at the LHC limitations of band width im-
pede to trigger on low-pT data. For the suppression of
meson decays, it seems crucial to exploit new experi-
mental techniques such as electron triggers for nearly
real photon detection.

In the future it might be possible to also exploit
photon-jet correlations at BNL RHIC [17]. Indeed, photon-
hadron correlations have already been studied, and the
component of the photon momentum perpendicular to
a trigger hadron has been extracted [18]. For decay and
fragmentation photons, it was shown to be with about
0.5 GeV significantly smaller than the one for directly
produced photons (∼ 0.8 GeV).
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thank C. Klein-Bösing and J. Wessels for useful comments on
the manuscript.

References

1. A. Adare et al. [PHENIX Collaboration], Phys. Rev.
Lett. 104, 132301 (2010) [arXiv:0804.4168 [nucl-ex]].

2. M. Wilde [ALICE Collaboration], Nucl. Phys. A 904-
905, 573c (2013) [arXiv:1210.5958 [hep-ex]].

¢Gluon FF effects vary by an order of magnitude

Klasen & König, arXiv:1404.2290v2

3

z
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

) Dµ
z 

D(
z,

 

-510

-410

-310

-210

g

u

d

s

BFG I
BFG II
GRV NLO

 = 2 GeV
D

µ

Photon fragmentation functions

Fig. 1 Quark (up, down, and strange) and gluon (g) FFs
into photons at the scale Q = µD = 2 GeV as parameterized
by the BFG [6] and GRV collaborations [7].

Dγ/h̄(z,m
2
h) = 0. As can be seen from Fig. 1, these

assumptions lead to good agreement on the (mostly
pointlike) quark FFs, but the gluon FFs differ widely
(by up to an order of magnitude), even among BFG I
and BFG II. The factorization scale Q = µD = 2 GeV
has been chosen here in accordance with the typical
transverse momenta to be analyzed below.

3 Subprocess contributions

In proton-proton collisions, photons are not only pro-
duced by fragmentation of the colliding quarks and glu-
ons, but also directly in processes like quark-antiquark
fusion, qq̄ → γg, and QCD Compton scattering, qg →
γq. Since we want to separate the PHENIX data set into
a signal and a control region, dominated by fragmenta-
tion and direct production, respectively, we must first
establish the corresponding pT regions. To this end, we
compute the fractional subprocess contributions assum-
ing a fixed set of parton densities given by the CT10
parameterization [8], which are well constrained in the
region of xT = 2pT /

√
s = 0.01 − 0.1 relevant here,

and identifying the renormalization scale µR, the pro-
ton factorization scale µF and the photon fragmenta-
tion scale µD with the central hard scale of the process,
the photon transverse momentum pT . Fig. 2 then shows
that fragmentation processes dominate for pT ≤ 5 GeV
in pp collisions at

√
s = 200 GeV, while for pT > 10

GeV direct processes account for 60 − 75% of the to-
tal cross section, depending on µD. If one wants to
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processes to inclusive photon production at BNL RHIC as a
function of pT for three different choices of the photon frag-
mentation scale µD.

fix the fragmentation-independent parts of the NLO
QCD calculation [9], it is therefore preferable to choose
µD = 0.5 pT in order to minimize the fragmentation
contribution.

4 Comparison with PHENIX data

Having fixed our signal and control regions as described
above, we next allow all three scales to vary indepen-
dently among the choices (0.5; 1; 2) pT in the control re-
gion (pT > 10 GeV) and fit them to the PHENIX data,
using geometrical binning and statistical errors only, as
the systemtatic errors are dominated by hadron decay
uncertainties and largely correlated among different pT -
bins [10]. We find a mimimal value of χ2/d.o.f. of 1.2 for
the combination µR = µD = 0.5 pT and µF = 2 pT for
the BFG I and II FFs and somewhat larger for GRV
NLO, which is in good accordance with our observa-
tion above that µD = 0.5 pT should be preferred. Al-
though higher-order QCD corrections are of course in
principle important, in particular at low pT , they can
be subsumized by an appropriate choice of scale. We
have exploited this freedom by normalizing the theory
to the data, in this way effectively fitting the higher-
order terms. Note also that when µD falls below the
starting scale Q0 =

√
2 GeV, numerical results from

the BFG parameterizations of the FFs are no longer
available and µD must at least be frozen there. In or-
der to avoid the appearance of large logarithms (like
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by the BFG [6] and GRV collaborations [7].

Dγ/h̄(z,m
2
h) = 0. As can be seen from Fig. 1, these

assumptions lead to good agreement on the (mostly
pointlike) quark FFs, but the gluon FFs differ widely
(by up to an order of magnitude), even among BFG I
and BFG II. The factorization scale Q = µD = 2 GeV
has been chosen here in accordance with the typical
transverse momenta to be analyzed below.

3 Subprocess contributions

In proton-proton collisions, photons are not only pro-
duced by fragmentation of the colliding quarks and glu-
ons, but also directly in processes like quark-antiquark
fusion, qq̄ → γg, and QCD Compton scattering, qg →
γq. Since we want to separate the PHENIX data set into
a signal and a control region, dominated by fragmenta-
tion and direct production, respectively, we must first
establish the corresponding pT regions. To this end, we
compute the fractional subprocess contributions assum-
ing a fixed set of parton densities given by the CT10
parameterization [8], which are well constrained in the
region of xT = 2pT /

√
s = 0.01 − 0.1 relevant here,

and identifying the renormalization scale µR, the pro-
ton factorization scale µF and the photon fragmenta-
tion scale µD with the central hard scale of the process,
the photon transverse momentum pT . Fig. 2 then shows
that fragmentation processes dominate for pT ≤ 5 GeV
in pp collisions at

√
s = 200 GeV, while for pT > 10

GeV direct processes account for 60 − 75% of the to-
tal cross section, depending on µD. If one wants to
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Fig. 2 Fractional contributions of direct and fragmentation
processes to inclusive photon production at BNL RHIC as a
function of pT for three different choices of the photon frag-
mentation scale µD.

fix the fragmentation-independent parts of the NLO
QCD calculation [9], it is therefore preferable to choose
µD = 0.5 pT in order to minimize the fragmentation
contribution.

4 Comparison with PHENIX data

Having fixed our signal and control regions as described
above, we next allow all three scales to vary indepen-
dently among the choices (0.5; 1; 2) pT in the control re-
gion (pT > 10 GeV) and fit them to the PHENIX data,
using geometrical binning and statistical errors only, as
the systemtatic errors are dominated by hadron decay
uncertainties and largely correlated among different pT -
bins [10]. We find a mimimal value of χ2/d.o.f. of 1.2 for
the combination µR = µD = 0.5 pT and µF = 2 pT for
the BFG I and II FFs and somewhat larger for GRV
NLO, which is in good accordance with our observa-
tion above that µD = 0.5 pT should be preferred. Al-
though higher-order QCD corrections are of course in
principle important, in particular at low pT , they can
be subsumized by an appropriate choice of scale. We
have exploited this freedom by normalizing the theory
to the data, in this way effectively fitting the higher-
order terms. Note also that when µD falls below the
starting scale Q0 =

√
2 GeV, numerical results from

the BFG parameterizations of the FFs are no longer
available and µD must at least be frozen there. In or-
der to avoid the appearance of large logarithms (like

See J.-F. Paquet’s talk
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ELLIPTIC FLOW AND SPACE-TIME DYNAMICS
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•In a thermal fireball picture, the net photon yield is sensitive to the value of the 
acceleration parameter, and to details of the initial state. The photons do report 
on the details of the dynamics. 
•How uniquely determined are these? How unique is the entire evolution?
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FIG. 6: (Color online) Same as Fig. 5 for 0-20% Au-Au collisions, but with a QGP contribution evaluated for a reduced
thermalization time of τ0 ≃ 0.17 fm/c translating into an average initial temperature of T0 ≃ 445 MeV.

emission only sets in at Tc when there is already substan-
tial flow in the system, and thus even at high momenta
the hadronic spectra are sensitive to the fireball flow field.
In the 20-40% centrality bin, the discrepancy between

the theoretical yields and the data becomes somewhat
more severe, hinting at a missing relatively soft source
(and therefore suggestive for the later hadronic phase).
One speculation at this point could be related to ω → π0γ
decays. These have been subtracted by the PHENIX col-
laboration employing mt scaling of the ω spectra with
π0’s [27], assuming ω/π0 = 1, as found in pp mea-
surements [37], as well as in 0-92% Au-Au collisions for
pt > 4 GeV. If, however, ω mesons at lower pt become
part of the chemically equilibrated medium in heavy-ion
collisions, one expects their multiplicity at given mt to
be up to 3 times larger, due their spin degeneracy. In
this case there might be a direct-photon component in
the Au-Au data at low qt ≤ 2 GeV due to some frac-
tion of final-state ω → π0γ decays which have not been
subtracted (and which would carry large v2). This possi-
bility may be worth further experimental and theoretical
study.
It is quite remarkable that the hadronic yield domi-

nates over the QGP one over the entire plotted range.
This will have obvious ramifications for the v2 of the
direct photons, which is larger in the hadronic phase.
The sub-leading role of the (early) QGP component fur-
ther implies that the effects of initial-state fluctuations
on thermal-photon production [20, 21] are diminished.
To examine the dependence of the QGP yield on the

thermalization time, we have conducted calculations with
a factor-2 reduced initial longitudinal size, z0 = 0.3 fm,
corresponding to τ0 ≃ 0.17 fm/c as used, e.g., in Ref. [14],
cf. Fig. 6. The QGP spectra in 0-20% Au-Au collisions
increase over the z0 = 0.6 fm calculation by a factor of
1.6, 2.7 and 4.8 at qt = 2, 3 and 4 GeV, respectively, and
turn out to be in fair agreement (within ca. 30%) with
the hydrodynamic calculations reported in Ref. [14] (us-

ing smooth initial conditions). The significance of this
increase mostly pertains to momenta, qt > 2 GeV, where
a small “QGP window” reopens, but it does not signifi-
cantly affect the description of the experimental yields.
To further characterize the nature of the direct-photon

excess (i.e., beyond the pp-scaled primoridial emission),
we evaluate the effective slope parameters, Teff , of our
thermal spectra. We recall that PHENIX extracted the
effective slope of the excess radiation in their data as
Teff = 221±19stat±19syst MeV [7]. In Fig. 7 we compare
this range with the temperature evolution, T (τ), of our
fireball; they only overlap inside the QGP phase. How-
ever, when accounting for the flow-induced blue shift, as
estimated by the schematic expression for a massless par-
ticle,

Teff ≃ T

√

1 + ⟨β⟩
1− ⟨β⟩

, (1)

the overlap with the experimental window is shifted to
significantly later in the evolution, mostly for a flow-
ing hadronic source with a restframe temperature of
T ≃ 100-150 MeV. This suggests a reinterpretation
of the experimental slope as mainly hadronic in origin,
which, as we will see in Sec. V below, is further sup-
ported by the v2 data. An explicit fit of the slope to our
total thermal spectrum from the elliptic fireball (with
T0 = 355 MeV) in the range qt ≃ 1 − 3 GeV yields
Teff ≃ 240-250 MeV, which is at the upper end of the data
(consistent with the slight underestimate of the lowest-qt
datum; also note that the use of the average, ⟨β⟩ = 0.7βs

in Eq. (1), tends to underestimate the actual slopes, es-
pecially at high qt and βs; we noted that already when
going from the spectra in the lower panel of Fig. 4 to
the full results in the upper left panel of Fig. 5). Higher
initial temperatures are less favorable, since they result
in a further increase of the slope, e.g., by 10-15 MeV for
T0 = 445 MeV.
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FIG. 2: (Color online) Snapshots of pt spectra and v2 for pions and protons (upper panels), as well as φ mesons (lower
panels), following from our fireball evolution in 0-20% Au-Au(

√
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respectively. The π and p curves are for direct emission only (no resonance feeddown) with absolute normalization while the φ
yield is (re-) normalized to the data. Data are from Refs. [16, 43, 44].
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√
s=200AGeV) collisions

within our fireball model, evaluated with either constituent-
quark or pion content of the medium.

sion at temperatures between Tch and Tfo. We do this as
described in Ref. [35], which was adopted in our previ-
ous work [9]. Most of the hydrodynamic evolutions used
for photon calculations at RHIC to date assume chem-
ical equilibrium throughout the hadronic phase. This
assumption likely leads to an appreciable underestimate
of the thermal hadronic component in the observed pho-
ton spectra, and thus of its contribution to the direct-
photon elliptic flow. For example, typical meson anni-
hilation processes such as π + ρ → π + γ (proceeding
through t- and s-channel π, ω and a1 exchanges), are
augmented by an initial pion fugacity, z3π = exp(3µπ/T )
(in Boltzmann approximation), where µπ ≃ 100 MeV in
the vicinity of thermal freezeout, Tfo ≃ 100 MeV. This
implies a significantly larger enhancement in photon pro-
duction in the later hadronic stages relative to the con-
servation of the hadron ratios for which the chemical po-
tentials are introduced. In other words, the faster cool-
ing of the fireball in chemical off-equilibrium relative to
the equilibrium evolution is overcompensated in the lead-
ing photon-production channels due to a “high” power of
pion densities.

van Hees, Gale, Rapp, PRC (2011)
¢Smooth fireball, Primordial flow, a slightly different set of resonances, baryons

See H. van Hees’ talk
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BEYOND GLAUBER: IP-GLASMA + MUSIC 
EFFECT ON HADRONIC OBSERVABLES

¢Flow harmonics reproduced up to v5 at RHIC and LHC 
¢Distributions of vn at LHC:
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parametrized in [33]. Experimental data by the PHENIX [1]
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FIG. 8. (Color online) v1(pT ) compared to experimental data
from the ALICE [37] and ATLAS [38] collaborations.

not necessarily the only explanation. In fact, for RHIC
energies, calculated pion spectra also underestimate the
data for pT < 300MeV but v1(pT ) is well reproduced.
We present event-by-event distributions of v2, v3, and

v4 compared to results from the ATLAS collaboration
[40, 41] in Fig. 9. We chose 20-25% central events be-
cause eccentricity distributions from neither MC-Glauber
nor MC-KLN models agree with the experimental data
in this bin [41]. To compare data with the distribution
of initial eccentricities [42] from the IP-Glasma model
and the final vn distributions after hydrodynamic evolu-
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FIG. 9. (Color online) Scaled distributions of v2, v3, and v4
(from top to bottom) compared to experimental data from
the ATLAS collaboration [40, 41]. 1300 events. Bands are
systematic experimental errors.

tion, we scaled the distributions by their respective mean
value. We find that the initial eccentricity distributions
are a good approximation to the distribution of experi-
mental vn. Only for v4 (and less so for v2) the large vn
end of the experimental distribution is much better de-
scribed by the hydrodynamic vn distribution than the εn
distribution. This can be explained by non-linear mode
coupling becoming important for large values of v2 and
v4.

In summary, we have shown that the IP-
Glasma+music model gives very good agreement
to multiplicity and flow distributions at RHIC and LHC.
By including properly sub-nucleon scale color charge
fluctuations and their resulting early time CYM dynam-
ics, this model significantly extends previous studies in
the literature [19, 36, 43–47]. Omitted in all studies
including ours is the stated dynamics of instabilities and
strong scattering in over-occupied classical fields that

¢IP-Glasma + MUSIC provides 
consistent flow systematics at 
RHIC & LHC 

¢Contains an initial flow: 
Investigating the effects on 
EM variables

Gale, Jeon, Schenke, Tribedy, Venugopalan 
PRL (2013)
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where ta are the generators of SU(Nc) in the fundamental
representation (The cell index j is omitted here). The
N2

c −1 equations (4) are highly non-linear and for Nc = 3
are solved iteratively.
The total energy density on the lattice at τ = 0 is given

by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [32, 34].
We note that the boost-invariant CYM framework ne-
glects fluctuations in the rapidity direction. Anisotropic
flow at mid-rapdity is dominated by fluctuations in the
transverse plane but fluctuations in rapidity could have
an effect on the dissipative evolution; the framework to
describe these effects has been developed [35] and will
be addressed in future work. Other rapidity dependent
initial conditions are discussed in Ref. [36].
In Fig. 1 we show the event-by-event fluctuation in

the initial energy per unit rapidity. The mean was ad-
justed to reproduce particle multiplicities after hydro-
dynamic evolution. This and all following results are for
Au+Au collisions at RHIC energies (

√
s = 200AGeV) at

midrapidity. The best fit is given by a negative binomial
(NBD) distribution, as predicted in the Glasma flux tube
framework [37]; our result adds further confirmation to a
previous non-perturbative study [38]. The fact that the
Glasma NBD distribution fits p+p multiplicity distribu-
tions over RHIC and LHC energies [24] lends confidence
that our picture includes fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. 2. We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 8]. In the latter, for ev-
ery participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particular,
fluctuations in the IP-Glasma occur on the length-scale
Q−1

s (x⊥), leading to finer structures in the initial energy
density relative to the other models. As noted in [25],
this feature of CGC physics is missing in the MC-KLN
model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[39], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

⟨rn cos(nφ)⟩2 + ⟨rn sin(nφ)⟩2
⟨rn⟩

, (6)

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [8] models.

where ⟨·⟩ is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing well with the MC-Glauber model using binary
collision scaling (Nbinary). We note however that this
agreement is accidental; binary collision scaling of eccen-
tricities, as shown explicitly in a previous work applying
average CYM initial conditions [40], does not imply bi-
nary collision scaling of multiplicities.
The triangularities are very similar, with the MC-KLN

result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.
We have checked that our results for ε2, ε3 are insensi-



Charles Gale

Is the hydrodynamic modelling complete?

¢In the last ~5-8 years, relativistic hydrodynamics has 
undergone a revolution 
� 3D 
� 3D - Shear viscosity 
� 3D - Shear viscosity - Fluctuating initial conditions 
� 3D - Shear viscosity - Fluctuating initial conditions also in y 

¢What’s left?

31

T µν = −Pgµν +ωuµuν + ΔT µν

The dissipative terms:

ΔT µν =η Δµuν + Δνuµ( ) + 2
3
η −ζ⎛

⎝⎜
⎞
⎠⎟ H

µν ∂ρu
ρ − χ(H µαuν + H ναuν )Qα

No simulation incorporates all of these



Charles Gale

BULK VISCOSITY?
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ζ ≈15η 1
3
− cs

2⎛
⎝⎜

⎞
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2

S. Weinberg, Ap. J (1971)

 
ζ ! 2η 1

3
− cs

2⎛
⎝⎜

⎞
⎠⎟ A. Buchel, Phys. Lett. (2008)

Bulk viscosity vanishes in conformal fluids. QCD is only very 
approximately conformal:
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FIG. 5: The trace anomaly calculated in lattice QCD with p4 and asqtad actions on Nτ = 6 and
8 lattices compared with the parametrization given by Eqs. (4.2) and (4.3). The solid, dotted

and dashed lines correspond to parametrizations s95p−v1, s95n−v1 and s90f−v1 respectively, as
discussed in the text.
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of state obtained from Eqs. (4.2) and (4.3). The vertical lines indicate the transition region (see
text). In the right panel we also show the speed of sound for the HRG EoS and EoS with first
order phase transition (thin dotted) line, the EoS Q

hadron gas, and its minimum value is that of HRG speed of sound3. It is quite simple to
understand why this happens: To achieve smaller speed of sound than the speed of sound in
hadron gas, the trace anomaly should be larger than in HRG. As one can see in Fig. 4, the
present lattice data clearly disfavors such a scenario. In Figure 6 we indicate the transition
region from hadronic matter to deconfined state by vertical lines. We define the transition

3 Similar EoS was presented already in Refs. [45, 46].
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Huovinen & Petreczky
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Figure 4.12: Chi-square curves to fit the IP-Glasma initial condition model.
Lighter curves have a higher value of bulk viscosity (from darkest to lightest:
b = 0, 15, 30, 45, 60, 75). TFO = 140 MeV

4.3.1 Comparison with CMS data and event by event

calculations

In a similar fashion as what was done in previous sections, let us now construct

chi square curves for all bulk viscosity values; this is shown in figure 4.12. In

the case of IP-Glasma, increasing bulk viscosity leads to lower minima, which

leads to conclude that in this specific case, bulk viscosity improves the fit with

data. An important di↵erence between this plot and the ones presented on

figures 4.8 and 4.9 is that while, in the latter, varying bulk changed the ⌘/s

position of the minimum, in the current case, varying bulk here appears not

to strongly a↵ect the position of the minimum; this is an interesting feature

of these calculations at earlier starting times. The optimal fit for IP-Glasma

according to this plot is situated at ⌘/s = 0.17 and b = 75.

On another line of thought, one could also wonder how well the fits that

were presented thoughout this chapter predict actual event by event calcula-

tions results. In order to bring an answer to this, one must of course perform

said event by event calculations. Since IP-Glasma showed such promising re-

sults in other centralities, it was chosen to be the model with which those
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τπ !π
〈µν 〉 +π µν == 2ησ µν − 4

3
τππ

µνθ

Vujanovic et al., arXiv:1404.3714

π 0
µν
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where the Navier-Stokes limit of the shear-stress tensor is πµνNS = 2ησ
µν = 2η∆µναβ∂

αuβ, with ∆µναβ =
(

∆
µ
α∆
ν
β + ∆

µ
β∆
ν
α

)

/2−
∆αβ∆

µν/3 being the double, symmetric, traceless projection operator. There are two coefficients, the shear viscosity
η, also present in Navier-Stokes theory, and the shear relaxation time, τπ, which only exists in Israel-Stewart theory.
These are the only terms considered in this study. Furthermore, we assume the existence of an effective shear viscosity
coefficient that is proportional to the entropy density: η/s = 1/4π. The relaxation time is assumed to be of the form
τπ = bπ

[

η
ε+P

]

, and we will choose here bπ = 3, 5, and 10. Physically, τπ governs the rate at which πµν evolves and
relaxes towards the Navier-Stokes value. The coefficient bπ is constrained by causality to bπ ≥ 4/

[

3
(

1 − c2s
)]

, where
cs is the velocity of sound [4].

To investigate the sensitivity of EM probes to the initial conditions of the medium, we start the fluid dynamic
evolution in and out of equilibrium by introducing an initial πµν0 = c × 2ησµν where c = 0, 2, and σµν is computed
using initial flow uµ0 = (cosh ηs, 0, 0, sinhηs), with the space-time rapidity given by ηs = (1/2) ln [(t + z)/(t − z)]
where t is time and z is the longitudinal coordinate. A practical set of coordinates is hyperbolic space-time variables:
τ =
√
t2 − z2 and ηs; in these coordinates uµ0 = (1, 0, 0, 0).

3. Electromagnetic production rates and their viscous corrections

Viscous corrections to EM thermal production rates are introduced by including asymmetric corrections of the
form δn = C n(p)(1 ± n(p))pαpβπαβ/[2T 2(ε + P)] to the spherically-symmetric, thermal distribution functions n(p)
present in the rate calculations [5]. The constant C may be species-dependent [6]; here we shall set C = 1. With this
formulation, thermal rates become dependent on the out-of-equilibrium hydro-evolution of T µν. For dileptons, we
use the quark-antiquark annihilation rate into dileptons at leading order (Born approximation) to describe the virtual
photon emission of the QGP phase. In the hadronic sector, our rates are based on the Eletsky et al. [7–9] forward
scattering amplitude model, where vector mesons interact with a bath of pions and nucleons. The Vector Dominance
Model (VDM) [10] couples the vector mesons to virtual photons. Viscous corrections to these rates are presented in
[11]. For photons, the emission from the QGP sector consists of 2-to-2 processes q+q̄→ g+γ and q(q̄)+g→ q(q̄)+γ,
along with their Hard Thermal Loop corrections [12]. The QGP photon rates have been extended to include viscous
anisotropicmomentumdistributions. The hadronicmedium (HM) photon-producing reactions are described by kinetic
theory, using Massive-Yang-Mills Lagrangian meson-meson interactions [13]. Viscous extensions are derived in [5].

4. Results
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Figure 1. The effects of τπ (left panel) and π
µν
0 (right panel) on elliptic flow of charged hadrons created in collisions of Au + Au at 200 A GeV, in

the 20–40% centrality class. In the left panel we set πµν0 = 0, and in the right panel, τπ = 5η/(ε + P).

It is important to first verify whether the new hydrodynamic parameter space explored in this work modifies the
interpretation of hadronicmeasurements performed over several years. Charged hadrons are expected to have a limited
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sensitivity to the early dynamics of the strongly interacting medium created in heavy ion collisions because they are
created at the hydrodynamic freeze-out hyper-surface. Our calculations do show that the variations in τπ and πµν0
studied here have little effect on the v2 of charged hadrons, and this is illustrated in Fig. 1.
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Figure 2. The effects of τπ on EM probes for collisions of Au + Au at 200 A GeV, in the 2040% centrality class. The dilepton (left panel) and
photon (right panel) net elliptic flows are shown, for a choice of πµν0 = 0 and different values of the shear relaxation time τπ.

We find that the elliptic flow of QGP photons and dileptons is indeed considerably more sensitive to the relaxation
time of viscous hydrodynamics than that of hadrons. Recall that τπ is in effect the relaxation time of the shear
pressure tensor to its Navier-Stokes value. Fixing η/s and starting from πµν0 = 0, a large τπ will therefore postpone
the development of viscous hydrodynamics. In this limit, the value of the elliptic flow of EM probes should become
closer to what it is for inviscid hydrodynamics, i.e. v2 should be larger. This is was is seen in these estimates, and
this is shown in Figure 2, where the net elliptic flow (i.e. that coming from both QGP and HM phases) is shown.
Interestingly, the effect is more pronounced for thermal photons than it is for thermal dileptons. Thermal dilepton
radiation is dominated by HM in the low invariant mass sector, hence the larger effects of τπ on the QGP dilepton v2
[14] are barely visible in the net thermal invariant mass spectrum. For thermal photons, the turnover in v2 for higher
values of pT shown in Fig. 2 is QGP-driven1. As mentioned previously, the initial coordinate-space configuration
is chosen from an optical Glauber calculation: an upcoming study [14] will re-examine the effects studied here with
event-by-event fluid dynamics and with IP-Glasma initial states [15]. With these cautionary words in mind, the right
panel of Figure 2 shows that varying the shear relaxation time within the limits considered here leads to an increase
of thermal photon elliptic flow of 30% at pT = 3 GeV.

In what concerns variations of the initial viscous shear pressure tensor, we find that the elliptic flow of dileptons
increases regardless of the phase of origin. Figure 3 shows the net elliptic flow of dileptons; this includes lepton pairs
emitted from both phases. The hydro evolution does provide the dynamics that supports this interpretation: during
the first few fm/c – when the elements of the shear pressure tensor go through their maxima – viscous hydrodynamics
introduces a non-linear coupling between the large longitudinal gradients and the transverse gradients by reducing the
longitudinal pressure and augmenting the transverse one [16]. Increasing πµν0 (especially πzz0 ) therefore enhances the
pressure transfer rate. The v2 of EM probes from the QGP is thus expected to increase because of a non-vanishing
value of the initial shear-stress tensor. The effect is observed in the case of dileptons but the reverse is observed in
the case of photons. This can be understood as follows: the integration over momenta needed to get to a dilepton
invariant mass distribution suppresses the effect of the asymmetric viscous correction, δn(p): the dilepton invariant
mass spectra thus only carry a signature of viscosity through the bulk evolution. The photon transverse momentum
yield, on the other hand, will be proportional to pµpνπµν. The photons therefore also feel the consequence of the δn(p)
viscous correction which is known to reduce the elliptic flow [5, 17–19]. Those effects partially cancel in the case of
real photons. Therefore, dilepton (invariant mass) and photon elliptic flow carry complementary information in what

1Note however that pQCD photons are not included in this study and they will have a non-negligible effect at transverse momenta of ∼ 3 GeV.
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Figure 3. The effects of πµν0 on EM probes for 20–40% centrality class at RHIC. The left panel shows the dilepton elliptic flow whereas the right
panel shows that of real photons.

concerns the out-of-equilibrium physics in play. This illustrates well the richness of the fluid dynamical problem; a
careful analysis is needed to extract all of the physics.

5. Conclusion

Our calculations show that EM probes are indeed sensitive to the initial conditions of hydrodynamics, i.e. πµν0 in
this work, as well as to the early-time dynamics as represented by the value of the shear relaxation time, τπ. Within
the parameter space adopted in this study, the charged hadrons are shown to be mostly unaffected by these aspects,
as their characteristics are determined by the conditions existing at the hydrodynamic freeze-out hyper-surface. A
more detailed account of our explorations will include the virtual photon emissivities beyond the Born rate, and will
feature IP-Glasma initial states along with other aspects not considered here. Importantly, this work reasserts the vast
potential of electromagnetic radiation as a penetrating probe of hot and dense strongly interacting matter. In more
practical terms, photons and dileptons open up a window in the fluid dynamical evolution that has remained closed
for hadrons. This in turn may well entail a recalibration of the parameters that currently constitute the hydrodynamics
modelling paradigm of relativistic heavy-ion collisions.
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Suppose a static source at temperature T:
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d 3p
= Ee−βE

Read off the temperature from the exponent



Charles Gale

37

Suppose an expanding source at local temperature T:
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E d
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d 3p
≈ Ee−βγ E+βγ vE

Te =
1+ v
1− v

T Doppler shift

The effective temperature (deduced from the slope) 
is not the true temperature
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STUDYING THE DIFFERENTIAL TEMPERATURE DISTRIBUTION 
WITH A REALISTIC FLUID-DYNAMICAL CALCULATION
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FIG. 4: (Color online) Contour plots of the normalized differential photon yield dNγ(T,τ)/(dy dT dτ)
dNγ/dy (panels (a) and (c)) and

dNγ (Teff ,τ)/(dy dTeff dτ)
dNγ/dy (panels (b) and (d)) for Au+Au collisions at RHIC at 0-20% centrality (panels (a) and (b)) and for

Pb+Pb collisions at the LHC at 0-40% centrality (panels (c) and (d)). The color bars translate the colors into absolute values
(in c/(GeV fm)) for the quantities plotted. See text for discussion.

peratures close to the quark-hadron transition. Aver-
aged over time, these photons from the transition region
are strongly affected by radial flow, resulting in inverse
slopes (“effective temperatures”) that are much larger
than their true emission temperatures. These findings
can even be put on a firmer quantitative basis, by consid-
ering the following: At each value of proper time, τ , pho-
tons are emitted with a distribution of thermodynamic
temperatures. This distribution is shown in Figs. 4a
(for Au+Au at RHIC) and 4c (for Pb+Pb at the LHC),
where the color-coding of the contour plots reflects the
differential photon yield (normalized to the total yield
dNγ/dy) per time and temperature (in c/(GeV fm)) in
the T−τ plane. The corresponding distribution of flow-
blue-shifted effective temperatures Teff (inverse slopes)
is shown in Figs. 4b (for RHIC) and 4d (for the LHC).
Comparing the left and right panels one observes, after
a proper time τ ∼ 2 fm/c, a clear shift to higher effective
temperatures, owing to the development of radial hydro-
dynamic flow. Furthermore, the dependence of the effec-
tive temperature on the flow velocity (which depends on

radial position) leads to an additional broadening of the
distribution of Teff at any given time.

In order to further quantify the connection between
the photon spectrum and the emission temperature, a
model calculation allows to dissect the photon contribu-
tion in terms of transverse momentum. Figure 5 shows
the relative photon yield in different transverse momen-
tum regions, as a function of the temperature at which
those photons were radiated. The photon yield is ob-
tained by integrating the flow-boosted photon emission
rate over the space-time volume. The rate is large at high
temperatures, but the corresponding space-time volume
is small. As the system cools and the rate drops, the
decrease in the rate is (partially) offset by the increasing
fireball volume, and the shift to lower photon energies re-
sulting from the cooling is counteracted by the increasing
radial flow. The combination of these effects can create
a bi-modal distribution of the thermodynamic tempera-
tures that contribute to photon production in a given pT
window. The relative size of the two peaks correspond-
ing to emission from very hot cells with little flow and
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A summary: 

LHC

7

this may indicate that our hydrodynamic calculations un-
derestimate the photon production rate in the HG phase
and/or near the quark-hadron phase transition. This ob-
servation invites further scrutiny in terms of its sensitiv-
ity to variations in the initial conditions and the trans-
port coefficients the expanding hydrodynamic fluid.
We also investigated the centrality dependence of the

inverse slope of the thermal photon spectra in Au+Au
collisions at RHIC (see Table I). For the hydrodynamic

Centrality PHENIX preliminary Teff

results (MeV) (MeV)

0-20% 237± 25± 29 267

20-40% 260± 33± 31 259

40-60% 228± 28± 27 246

60-92% 254± 53± 25 225

TABLE I: Preliminary results for the inverse slope param-
eters extracted from thermal photon spectra for 200AGeV
Au+Au collisions obtained by the PHENIX Collaboration
[38], compared with those from the hydrodynamic model, for
different collision centralities. To facilitate comparison with
the experimental data, the theoretical spectra where fitted
to exponentials in pT in the same interval as used in [38],
0.6<pT < 2.0GeV.

runs on which Fig. 6 is based, our results show a
very weak centrality dependence, with Teff being slightly
smaller in peripheral than central collisions.
Returning to Figs. 2 and 3, we see that the large mea-

sured values for the inverse photon slope reflect, on av-
erage, true emission temperatures that lie well below the
observed effective temperature. This raises an interesting
question: Could it be that in the experiments we don’t
see any photons at all from temperatures well above Tc,
and that all measured photons stem from regions close to
Tc and below, blue-shifted by radial flow to effective tem-
perature values above Tc? To get an idea what the answer
to this question might be we performed a schematic study
where in Fig. 2 we turned off by hand all contributions
to the photon spectrum from cells with true tempera-
tures above 220MeV at RHIC and above 250MeV at the
LHC (corresponding to about 1/3 of the total photon
yield in both cases), and in Fig. 3 all contributions from
τ < 2 fm/c (corresponding to 26% and 28.5% of the total
photon yield for RHIC and LHC collisions, respectively,
see Table II).3 We show as arrows pointing to the right

3 This implements, in a very rough way, the idea that the initial
fireball state might be purely gluonic, and that chemical equili-
bration of quarks can be characterized by a time constant taken
to be about 2 fm/c. It ignores, however, that an initial suppres-
sion of quarks must be compensated by an increase in the gluon
temperature [11, 14], in order to maintain the same total entropy
and final multiplicity. As quarks are being produced from glu-
ons, these quarks thus radiate more strongly than in chemical

range of photon fraction of total photon yield

emission AuAu@RHIC PbPb@LHC

0-20% centr. 0-40% centr.

T = 120-165MeV 17% 15%

T = 165-250MeV 62% 53%

T > 250MeV 21% 32%

τ = 0.6− 2.0 fm/c 28.5% 26%

τ > 2.0 fm/c 71.5% 74%

TABLE II: Fractions of the total photon yield emitted from
the expanding viscous hydrodynamic fireball from various
space-time regions as indicated, for the two classes of colli-
sions considered in this work.

vertical axes in Figs. 2 and 3 the inverse slopes of the fi-
nal space-time integrated hydrodynamic photon spectra:
Solid black and red lines correspond to calculations as-
suming full chemical equilibrium from the beginning and
using thermal equilibrium and viscously corrected pho-
ton emission rates, respectively. The dashed black and
red arrows show the same for calculations with delayed
chemical equilibration, as described above. The (over-
estimated) effects of our schematic handling of delayed
chemical equilibration on the final inverse photon slope
are seen to be roughly of the same order of magnitude
as those from viscous corrections to the photon emission
rates (∼ 10% for Teff), and thus too small to be experi-
mentally resolved with the present experimental accuracy
of Teff . We note that, for both RHIC and LHC energies,
the calculated inverse slopes are consistent (within er-
rors) with the experimentally measured values, although
near the high end of the observationally allowed band for
RHIC.
We conclude that thermal photons can indeed be used

as a thermometer in relativistic nuclear collisions, but
that their interpretation requires a dynamical model
which has the sophistication demanded by the wealth of
hadronic data that currently exist at RHIC and at the
LHC. We observe that the large observed effective tem-
peratures of thermal photons emitted from heavy-ion col-
lisions, and their significant increase from RHIC to LHC
energies, reflect mostly the strong radial flow generated in
these collisions and do not directly prove the emission of
electromagnetic radiation from quark-gluon plasma with
temperatures well above Tc. In particular, they are not
representative of the initial temperature of the QGP gen-
erated in the collision. We hasten to say, however, that
a hot and dense early stage of the expanding medium
is necessary to generate (either hydrodynamically or by

equilibrium, leading to a cancellation that leaves the total pho-
ton spectrum almost unchanged [11]. Our simplified treatment
ignores this increase in temperature and thus overestimates the
effect of early-time quark suppression on the photon spectrum.
In this sense, our conclusion from this study is conservative.

¢Photons can be used as a 
thermometer 

¢T>Tc is reached 
¢A model is needed to 

extract the details

LHC

STUDYING THE DIFFERENTIAL TEMPERATURE DISTRIBUTION 
WITH A FLUID-DYNAMICAL CALCULATION
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π µν

2(ε + P)
Γµν (p,T )
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FIG. 1. (Color online)
Direct photon (prompt+
thermal(QGP+HG)) ani-
sotropic flow coefficients
v2−v5 for 200AGeV
Au+Au collisions at 0−20%
and 20−40% centrality
(left four panels) and for
2.76ATeV Pb+Pb colli-
sions at 0−40% centrality
(right two panels). The
upper (lower) row of panels
shows results using MCGlb
(MCKLN) initial conditions
with η/s=0.08 (0.2). Solid
(dashed) lines depict re-
sults that include (neglect)
viscous corrections to the
photon emission rates.
The shaded bands indicate
statistical uncertainties.

The smaller ratio πµν/(e+P ), when averaged over the
fireball history, explains the smaller difference between
dashed and solid lines (reflecting the photon emission rate
anisotropy) at LHC energies compared to RHIC.

The direction Ψγ
n of the nth-order photon flow is ob-

tained by computing the phase of ⟨einφp⟩ (where the av-
erage is taken with the pT -integrated photon spectrum)
[2]. We found that the flow angles Ψγ

n for photons from
the hadronic phase are tightly correlated with the pion
flow angles Ψn. However, the pT -dependent viscous cor-
rection to the distribution functions in Eq. (2) leads to
a decorrelation between the pion flow angle Ψn and the
pT -dependent photon flow angle Ψγ

n(pT ) of photons with
momentum pT . This decorrelation increases with pT and
with the shear viscosity η/s and is largest at early times
when πµν/(e+P ) is big; it fluctuates from event to event
and is responsible for the negative v4,5(pT ) at high pT in
the two left bottom panels of Fig. 1. It becomes weaker at
LHC energies where the viscous corrections are smaller,
and v4,5(pT ) remain positive even for the larger η/s value
of 0.2 (right bottom panel).

Similar to what has been done for hadrons [40], one
can form the ratio of the integrated elliptic to triangular
flow coefficients, v2{SP}/v3{SP}, for photons and study
its centrality dependence. This is shown and compared
with the same ratio for thermal pions in Figure 2. Note
that, in the limit were prompt and pre-equilibrium pho-
tons carry near-vanishing vn, this ratio is insensitive to
their multiplicity. It is larger and shows a stronger cen-
trality dependence for photons than for pions, and both
of these trends increase with the value of shear viscos-
ity coefficient: the photons can report on regions of the
shear pressure tensor that are inaccessible to hadrons.
This highlights again the uniqueness of thermal photons

FIG. 2. (Color online) The ratio of the integrated elliptic
flow to the integrated triangular flow, for 2.76ATeV Pb+Pb
collisions, as a function of collision centrality. MCGlb initial
conditions are used, and results with two values of the η/s
ratio (0.08 and 0.2) are shown, both for thermal photons (solid
lines) and for thermal pions (not including resonance decays,
dashed lines).

as penetrating probes and demonstrates their privileged
status in the extraction of transport coefficients of QCD.

In summary, we have presented the first viscous calcu-
lation for higher order anisotropic flows of thermal pho-
tons. We find sizable triangular flow v3 for thermal pho-
tons at both RHIC and LHC energies which (by symme-
try) cannot be due to the initial magnetic field. Viscous
effects on the anisotropic flows of thermal photons are
larger than for hadrons, due to large viscous anisotropies
in the photon emission rate. A comparison of v2/v3 for
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Slope of ratio vs centrality grows 
with viscosity  

The ratio has stronger centrality 
dependence than for hadrons: 
photons access earlier times with 
larger viscous tensor 

This ratio is insensitive to sources 
with a vanishing vn such as pre-
equilibrium & pQCD
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FIG. 1. (Color online)
Direct photon (prompt+
thermal(QGP+HG)) ani-
sotropic flow coefficients
v2−v5 for 200AGeV
Au+Au collisions at 0−20%
and 20−40% centrality
(left four panels) and for
2.76ATeV Pb+Pb colli-
sions at 0−40% centrality
(right two panels). The
upper (lower) row of panels
shows results using MCGlb
(MCKLN) initial conditions
with η/s=0.08 (0.2). Solid
(dashed) lines depict re-
sults that include (neglect)
viscous corrections to the
photon emission rates.
The shaded bands indicate
statistical uncertainties.

The smaller ratio πµν/(e+P ), when averaged over the
fireball history, explains the smaller difference between
dashed and solid lines (reflecting the photon emission rate
anisotropy) at LHC energies compared to RHIC.

The direction Ψγ
n of the nth-order photon flow is ob-

tained by computing the phase of ⟨einφp⟩ (where the av-
erage is taken with the pT -integrated photon spectrum)
[2]. We found that the flow angles Ψγ

n for photons from
the hadronic phase are tightly correlated with the pion
flow angles Ψn. However, the pT -dependent viscous cor-
rection to the distribution functions in Eq. (2) leads to
a decorrelation between the pion flow angle Ψn and the
pT -dependent photon flow angle Ψγ

n(pT ) of photons with
momentum pT . This decorrelation increases with pT and
with the shear viscosity η/s and is largest at early times
when πµν/(e+P ) is big; it fluctuates from event to event
and is responsible for the negative v4,5(pT ) at high pT in
the two left bottom panels of Fig. 1. It becomes weaker at
LHC energies where the viscous corrections are smaller,
and v4,5(pT ) remain positive even for the larger η/s value
of 0.2 (right bottom panel).

Similar to what has been done for hadrons [40], one
can form the ratio of the integrated elliptic to triangular
flow coefficients, v2{SP}/v3{SP}, for photons and study
its centrality dependence. This is shown and compared
with the same ratio for thermal pions in Figure 2. Note
that, in the limit were prompt and pre-equilibrium pho-
tons carry near-vanishing vn, this ratio is insensitive to
their multiplicity. It is larger and shows a stronger cen-
trality dependence for photons than for pions, and both
of these trends increase with the value of shear viscos-
ity coefficient: the photons can report on regions of the
shear pressure tensor that are inaccessible to hadrons.
This highlights again the uniqueness of thermal photons

FIG. 2. (Color online) The ratio of the integrated elliptic
flow to the integrated triangular flow, for 2.76ATeV Pb+Pb
collisions, as a function of collision centrality. MCGlb initial
conditions are used, and results with two values of the η/s
ratio (0.08 and 0.2) are shown, both for thermal photons (solid
lines) and for thermal pions (not including resonance decays,
dashed lines).

as penetrating probes and demonstrates their privileged
status in the extraction of transport coefficients of QCD.

In summary, we have presented the first viscous calcu-
lation for higher order anisotropic flows of thermal pho-
tons. We find sizable triangular flow v3 for thermal pho-
tons at both RHIC and LHC energies which (by symme-
try) cannot be due to the initial magnetic field. Viscous
effects on the anisotropic flows of thermal photons are
larger than for hadrons, due to large viscous anisotropies
in the photon emission rate. A comparison of v2/v3 for
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WHAT ABOUT DILEPTONS?
¢Additional degree of freedom: M and pT may 
be varied independently 

¢Same approach as for photons: integrate rates 
with hydro
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Why Electromagnetic Probes?
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THERMAL DILEPTON SOURCES, QGP

¢HTL at finite momentum:

TURBIDE, GALE, SRIVASTAVA, AND FRIES PHYSICAL REVIEW C 74, 014903 (2006)

space-like region is [31]

Disc!(ω, |q⃗|) = −iπCF g2
s

∫
d3p2

(2π )3E2E3
p/3

{
δ(ω − E3 + E2)

× fFD(E3)(1 + fBE(E2)) + δ(ω + E3 − E2)

× fBE(E2)(1 − fFD(E3))
}
f −1

FD (ω). (32)

Equations (30), (31) and (32) lead to

E
dR

γ ∗

ktbc

d3p
= 3ie2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫
d3q

8(2π )6E1

× δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× Tr[4p/1S
∗
D(q)Disc!(ω, |q⃗|)SD(q)] (33)

We can use the relation

S∗
D(q)Disc!(ω, |q⃗|)SD(q) = Disc (−iSD(q)) (34)

which holds given that D±(q) = D∗
±(q∗). This is indeed the

case as can be inferred from the definition of D±, Eqs. (6)
and (8). For ω2 − |q⃗|2 < 0, we use Eqs. (11), (12), and (22) to
express the right hand side as

Disc (−iSD(q)) = − (γ 0 − γ̂ · q̂)
2

Disc
1

D+(q)

− (γ 0 + γ̂ · q̂)
2

Disc
1

D−(q)

= −i(γ 0 − γ̂ · q̂)Im
1

D+(q)

− i(γ 0 + γ̂ · q̂)Im
1

D−(q)
= −iπ (γ 0 − γ̂ · q̂)β+(ω, |q⃗|)

− iπ (γ 0 + γ̂ · q̂)β−(ω, |q⃗|). (35)

Using the latter result in Eq. (33) and carrying out the trace,
we find that

E
dR

γ ∗

ktbc

d3p
= 3e2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫ ∞

ω

|q⃗|2d|q⃗|
(2π )5

×
∫

d'δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× [β+(ω, |q⃗|)(1 − q̂ · p̂1)

+β−(ω, |q⃗|)(1 + q̂ · p̂1)]((E1 − |q⃗|) (36)

As before, we have introduced the term ((E1 − |q⃗|) as we
consider only the region where HTL may be important.
The dilepton pair production rate for the process shown in
Figs. 4(b) and 4(c) is

dRe+e−

ktbc

d4p
= 2α

3πM2
E

dR
γ ∗

ktbc

d3p

= 2α2

π2M2

∑

f

(ef

e

)2
∫ ∞

−∞
dω

∫ ∞

ω

|q⃗|2 d |q⃗|
(2π )3

×
∫

d'δ(ω − E + E1)f q+q̄(E1)fFD(ω)

× [β+(w, |q⃗|)(1 − q̂ · p̂1)

+β−(w, |q⃗|)(1 + q̂ · p̂1)]((E1 − |q⃗|). (37)

Upon adding Eqs. (28) and (37), we reproduce the result
from Eq. (18), when the particle associated to E1 is thermal,
i.e., f q+q̄(E1) → 2fFD(E1). This proves that both methods,
finite-temperature field theory and the relativistic kinetic
formalism, lead to the same result.

We now briefly compare our approach with the method
used by Thoma and Traxler in Ref. [25]. They have calculated
the photon self-energy shown in Fig. 3 with an imposed
cutoff ks ≪ T on the momentum |q⃗| in the loop-integral,
such that 0 ! |q⃗| ! ks . They then added the Compton scattering
and annihilation processes coming from cutting the two-loop
photon self-energy without HTL propagators or HTL vertices.
Those two latter process have an infrared divergence, which
is regulated by imposing a low value cutoff ks for the
exchange momentum. When adding all those processes, the
final production rate is infrared safe and independent of
ks . They have also calculated the α2αs contribution coming
from the pole of the effective quark propagator in Fig. 3.
However in their approach, the information about the parton
phase space distribution is lost, i.e., it is not possible at the
end to make the substitution f q+q̄ → f

q+q̄
jet . Here, we only

consider the one-loop diagram from Fig. 3, but we use the
dressed propagator SD(q) up to the scale |q⃗| = kc, where kc

corresponds to E1 due to the θ (E1 − |q⃗|) function. With this
method we do not have to specify the shape of f q+q̄ until
the end of the calculation. We have verified that our numerical
result depends only weakly on the scale kc. For example, taking
kc = 0.6 × E1 reduces the production rate by ∼20%.

Figure 6 shows, for f q+q̄(E1) → 2fFD(E1), the different
sources of dileptons at a temperature T = 300 MeV. In all
cases, the particle with energy E1 corresponds to a pole with
positive χ . The pole-pole contributions are shown by the
dot-dashed and the short-dashed lines. They correspond to
the diagram in Fig. 4(a). The annihilation of two partons with
positive helicity over chirality ratio, χ = 1, (dotted-dashed
line) dominates at high invariant mass. For M > 1 GeV
it converges toward the Born term (dotted line) obtained
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FIG. 6. (Color online) Production rate of dileptons with momen-
tum p = 4 GeV, from thermally induced reactions, at a temperature
T = 300 MeV and for αs = 0.3. Dotted line: Born term; short-dashed
line: pole-pole contribution with particles having negative helicity
over chirality ratio χ and dot-dashed line: pole-pole contribution with
particles having positive helicity over chirality ratio χ ; long-dashed
line: cut-pole contribution; solid line: sum of all processes; and double
dot-dashed line: Born term plus α2αs contributions from Ref. [25].
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Turbide, Gale, Srivastava, Fries PRC (2006)

¢ Non-perturbative calculation:

In Fig. 12 we show the thermal dilepton rate calculated
from Eq. (2.14) for two massless ðu; dÞ flavors. We use the
results obtained with our Breit-Wigner plus continuum fit
ansatz, Eq. (5.2), as well as results obtained with a trun-
cated continuum term. For the latter we use the case,
!0=T ¼ 1:5, !!=T ¼ 0:5, which gave a !2=d:o:f of about
1. These results are compared to a dilepton spectrum
calculated within the hard thermal loop approximation
[12] using a thermal quark mass mT=T ¼ 1. Obviously
the results are in good agreement for all!=T * 2. For 1 &
!=T & 2 differences between the HTL spectral function
and our numerical results is about a factor two, which also
is the intrinsic uncertainty in our spectral analysis. At
energies !=T & 1 the HTL results grow too rapidly, as is
well known.

In the limit ! ! 0 the results for "iið!Þ=!, and thus
also for the electrical conductivity, are sensitive to the
choice of fit ansatz. Within the class of Ansätze used by
us a small value of "iið!Þ=! seems to be favored. Our
current analysis suggests

2 & lim
!!0

"iið!Þ
!T

& 6 at T ’ 1:45Tc: (6.1)

This translates into an estimate for the electrical conduc-
tivity

1=3 &
1

Cem

#

T
& 1 at T ’ 1:45Tc: (6.2)

Using Eq. (2.15) this yields for the zero energy limit of the
thermal photon rate:4

lim
!!0

!
dR$

d3p
¼ ð0:0004–0:0013ÞT2

c ’ ð1–3Þ $ 10%5 GeV2

at T ’ 1:45Tc: (6.3)

VII. CONCLUSIONS

At a fixed value of the temperature, T ’ 1:45Tc, we have
performed a detailed analysis of vector correlation func-
tions in the high temperature phase of quenched QCD. A
systematic analysis at different values of the lattice cutoff
combined with an analysis of finite volume and quark mass
effects allowed us to extract the vector correlation function
in the continuum limit for a large interval of Euclidean
times, 0:2 & %T & 0:5. In this interval the correlation
function has been determined to better than 1% accuracy.
Furthermore, we determined its curvature at the midpoint
of the finite temperature Euclidean time interval,
%T ¼ 1=2.
We analyzed the continuum extrapolated vector corre-

lation functions using several fit Ansätze that differ in
their low momentum structure. We find that the vector
correlation function is best fitted by a simple ansatz
that is proportional to a free spectral function plus a
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FIG. 12 (color online). Thermal dilepton rate in 2-flavor QCD (left). Shown are results from fits without a cutoff on the continuum
contribution (!0=T ¼ 0) and with the largest cutoff tolerable in our fit ansatz (!0=T ¼ 1:5). The HTL curve is for a thermal quark
mass mT=T ¼ 1 and the Born rate is obtained by using the free spectral function. The right-hand part of the figure shows the spectral
functions that entered the calculation of the dilepton rate.

4Here we used Tc ’ 165 MeV. This is a value relevant for
QCD with 2 light quarks rather than the critical temperature for a
pure SU(3) gauge theory.

THERMAL DILEPTON RATE AND ELECTRICAL . . . PHYSICAL REVIEW D 83, 034504 (2011)

034504-15

Ding et al.,  PRD (2011)

No single calculation covers the entire dilepton kinematical phase space 
!

M. Laine, JHEP 11, 120 (2013)

¢HTL at zero momentum: Braaten, Pisarski and Yuan, PRL (1990) 

¢2-loop, p=0, E>>T: Majumder and Gale, PRC (2002) 

¢HTL, M~gT, E>T: Aurenche, Gélis, Moore, Zaraket, JHEP (2008)

M 2 ! (πT )2, p ≠ 0
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THERMAL DILEPTON SOURCES, HG
¢ HG contribution: calculate the in-medium vector 

spectral density: 
!
� Many-Body approach with hadronic effective Lagrangians 

¢Rapp and Wambach, ANP (2000) 
!

� Empirical evaluation of the vector mesons forward-
scattering amplitudes 
!
!
¢E. Shuryak, NPA (1991) 
¢Eletsky, Ioffe, Kapusta (1999) 
¢Vujanovic, Gale (2009) 
!

� Chiral Reduction formulae 
¢Yamagishi, Zahed (1996) 

!

Πab (E, p) = −4π d 3k
(2π )3

nb (ω )
s

ω
fab
c.m.∫ (s)
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FIGURE 5. Left panel: theoretical calculations of thermal dielectron spectra in Au-Au collisions at
RHIC using in-medium [8] (upper solid line) or vacuum (dash-dotted line) vector-meson spectral func-
tions, added to QGP radiation and the cocktail of hadronic decays after thermal freezeout (including
correlated charm decays) [24], and compared to PHENIX data [23]. Right panel: studies of QGP emis-
sion [25] including an improved photon limit with EM spectral functions fitted to recent lattice-QCD
computations [26] (middle solid lines) and variations in the equation of state (dashed line).

compared to SPS (T0 ≃ Tc). However, in the low-mass region, the thermal dilepton yield
is not very sensitive to the Boltzmann factor, but rather to the 4-volume of emission.
The latter is much smaller in the QGP than in the hadronic phase, and this is the
ultimate reason that QGP emission cannot compete with thermal hadronic emission at
masses around 0.3 GeV. This is illustrated in the right panel of Fig. 5, where several
attempts have been made to augment the QGP contribution. None of these reaches
the size of the hadronic yield [25]. Thus, one is led to conclude that the origin of the
PHENIX enhancement must be a “cool”, long-lived hadronic source with little flow
(as dictated by the small slope of the corresponding qt spectrum, Tslope ≃ 100 MeV).
Together with further theoretical analysis, the upcoming PHENIX data for low-mass
dileptons, which have been a priority of the recent RHIC run-10, will hopefully shed
light on this “anomalous” excess.

Interesting results for dielectron spectra are also obtained at low energies, Elab = 1-
2 AGeV [27]. For light-ion projectiles (e.g., 12C), the dominant role seems to be played
by elementary processes, i.e., primordial N-N Bremsstrahlung and final-state Dalitz
decays of η , Δ(1232), etc. Heavier projectile-target configurations are hoped to reveal
the long-awaited results on vector-meson modifications in a low-T high-ρB medium.

THEORETICAL INTERPRETATION

Let us put the above findings into a broader perspective. Resonance melting in the
medium is a general phenomenon. It is visible in cold nuclei, where photo-absorption
spectra exhibit the disappearance of the second and third resonance region (recall left
panel of Fig. 2; the Δ(1232) width is “protected” by Pauli blocking in the πN final
state). Even the JLab data on the FN2 structure function on the deuteron indicate a

van Hees, Rapp (2010) Dusling, Zahed (2009)

Bratkovskaya, Cassing, Linnyk 
(2012)
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Charles Gale

46

Dileptons, some recent results from STAR

J. Zhao Hard Probe 2012,  Cagliari 11 

~ 150M Au+Au Central (0-10%) 

  Clearer LMR enhancement in 
central collisions compared to 
minbias collisions  

  - ρ contribution not included in 
the cocktail  

  - charm = PYTHIA*Nbin (0.96mb) 
overpredicts the data at IMR 
    indicating charm modifications 
in central Au +Au collisions 

Di-electron production in Au + Au collisions 

10

0-10% centrality class. Note that the STAR acceptance requires the electron candidates candidates to have |ηe| < 1
and peT > 0.2 GeV, and dileptons to have |yee| < 1. Many ω, ρ and φ mesons are produced in these collisions and
decay into dileptons; the data from STAR includes thermal dileptons as well as dileptons from in the decays of the
many hadrons produced in heavy-ion collisions. For this reason, we include the “cocktail” yield, as evaluated by
the experimental collaboration: an extrapolation of hadron yields decaying to dilepton yields. The solid green line
represents the sum of the thermal rates, the cocktail, and the contribution of charm without evolution in the medium,
while the solid purple line represents the sum of the thermal rates and the cocktail with the charm contribution
after evolving according to relativistic Langevin dynamics. The energy exchange of charm quarks with the medium
leads to a depletion in dN/dM at large M , and the charm contribution alone can differ by an order of magnitude at
M = 2.1 GeV, depending on whether Langevin evolution is considered or not. The data has a slight preference for
Langevin evolution,but the size of the error precludes a stronger conclusion at this point. However, the inclusion —
or not — of the possibility of charm energy variation will affect any determination of the cross sections using data
for dilepton yields. At lower invariant masses, the STAR data seems compatible with this theoretical calculation.
However, it is clear that acceptance-corrected data will make a much more compelling case for model compatibility.
The right panel of Figure 6 investigates the importance of thermal radiation to describe the STAR data. In the

low invariant mass region, the cocktail systematically underestimates the data and including charmed hadrons (with
Langevin dynamics) is not enough to raise the calculation to the level of the measurements: the inclusion of thermal
radiation is crucial. For intermediate dilepton invariant masses, the situation is less clear given STAR’s current
experimental uncertainties. However, the trend does suggest that thermal radiation from the QGP is present and
must participate in the interpretation of the data.
The STAR collaboration also has preliminary measurements of minimum bias v2(M) of dileptons (albeit with still

large error bars) over a large momentum range, and this also includes the dileptons produced by semi-leptonic decays
of charmed mesons. A comparison with these data requires knowledge of the elliptic flow of the hadronic cocktail,
which we leave for a future work. The theoretical results for this observable are shown in Fig. 7, not including the
contribution of the cocktail. Including the charm contribution to v2 has two important effects: first, it reduces the v2
in the 0 - 1 GeV invariant mass range by about a factor of two, and it increases the v2 in the 1.5 - 2 GeV invariant
mass range where the charm contribution dominates the dilepton yields. The flow of the charm contribution is smaller
than the flow of the hadronic matter contribution and it is larger than the flow of the QGP contribution, but also
bear in mind that the net elliptic flow is a weighted average of its individual components. Notably, the absolute
magnitude of the final elliptic flow is small. But let it be made clear again: no efforts have been made here to search
for conditions that will maximize this signal, such as going to a higher centrality class, including fluctuating initial
states, etc. This is left for a future systematic investigation of these effects.
Before leaving this section on results and moving to a conclusion, it is pertinent to recall that electromagnetic

radiation samples the entire space-time history of the colliding system, not just the freeze-out stage. The validity
for all times of the viscosity correction linear in the viscous pressure tensor (see Eq. (6)) to the thermal distribution
functions can then be questioned. This investigation was performed in Ref. [5], those results still hold and will not
be repeated here. Suffice it to say that improved versions of δn will be explored in an upcoming work.
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FIG. 6. Left panel: Dilepton invariant mass yields compared with experimental data at 0-10% centrality: importance of
Langevin dynamics. Right panel: Dilepton invariant mass yields compared with experimental data at 0-10% centrality: impor-
tance of thermal radiation. The experimental acceptance cuts are indicated on the figures.
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FIG. 7. Dilepton invariant mass v2 including thermal and charm contributions at 0-10% centrality.

V. CONCLUSION

In this paper, we have conducted a systematic study of viscosity effects on dilepton spectra in heavy-ion collisions; (a)
in the microscopic emission rates (b) in the macroscopic evolution and (c) in the semileptonic contribution. Viscosity
affects the net thermal dilepton spectrum by first inducing a correction to the hadronic distribution functions. These
corrections will mostly be seen in the part of the signal that is attributable to the QGP, as the shear pressure tensor,
πµν is maximal in this phase. After describing the dilepton radiation in a hadronic ensemble gas and in a quark-
gluon plasma and the viscous effects on the rates, those have been integrated with music, in order to consistently
investigate how the viscous dynamics affects the dilepton yield and elliptic flow. Note that viscosity will also affect
the cooling rate of the hydrodynamic medium, which in turn will influence both the QGP and HM thermal dileptons.
For essentially all conditions considered here, the effects of the viscous dynamics are numerically not large, but are
non-negligible. Moreover and importantly, the viscous corrections are required to ensure theoretical consistency.

For the purpose of comparing with recent experimental data, the calculations presented in this work include a
Langevin evolution of charmed quark distributions in a viscous hydrodynamics background. The dilepton signal
originating from the charm decays was then added to that of thermal sources. These results compared well with
preliminary data on Au - Au collisions from the STAR collaboration at RHIC, suggesting that the data is consistent
with the viscous corrections on both microscopic rates and macroscopic dynamics. As argued previously by many
authors, the intermediate invariant mass region opens a possibility to measure the energy shift of heavy quarks
that interact with the hot and dense evolving medium, and the results shown here also support this assertion. Our
calculations also suggest that it should be possible to access the QGP dilepton radiation in the intermediate mass
region — from 1.2 GeV to 2.5 GeV — provided that precise experimental tagging of heavy flavor exists. In that
case, it may be experimentally possible to remove the lepton pairs originating from open charm and beauty decays,
thus exposing direct radiation from the QGP. A simultaneous analysis of yield and v2 of the high-mass lepton pairs,
coupled with a removal of non-photonic electrons, would produce a clear picture of the early stages of the nuclear
collision. As written earlier in this paper, future work will include a study of varying the initial states existing prior to
the hydrodynamical evolution, as well as an exploration of the effects of the different QCD transport coefficients. In
what concerns measurements, the program at RHIC together with dileptons measurements at the LHC will produce
the necessary beacons of the QCD phase diagram.
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๏ High mass region and v2, 
sensitive to heavy quark energy 
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DILEPTON V2? [R. CHATTERJEE ET AL., PRC (2007)]

¢ Low M: HG-dominated 
¢ High-M: QGP dominated 

!
¢ No open charm here 
¢ v2(pT) for different M’s contain 
info on the transition regime 

¢ Viscous effects are moderate
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CONCLUSIONS

• The status of EM rates and their integration in fluid 
dynamical models is still in flux

• The fluid dynamical paradigm is not yet established

• Photon v2 is sensitive to the EOS, and to various 
hydro parameters such as viscosity, and initial 
conditions (time and FICs). One must be consistent 
with hadronic data

• Photons and dileptons are sensitive to non-equilibrium 
effects (in addition to shear viscosity)

• Current v2 data: new physics? Measuring photon v3, vn 
at RHIC and LHC will help complete this picture

• Physics in dilepton vn

• Jet-plasma photons need to be included: MARTINI

• Known unknowns: pre-equilibrium radiation
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