interpreting Your Scheduler Log File

Every user that ever used the scheduler, even just once has a log file. It holds information about what the
scheduler did with your job(s).

At the time of this publication the log file for pdfs can be found at : Uauto/pdsfdvi5/rhstar/scheduler I [
and the log files for rcf can be found at : /afs/rhic.bnl.gov/star/doc/www/html/tmp/pub/scheduler.

The files that belong to a user all start with there user name.( Refer to the picture down below. ) You may
have to zoom in on some graphics to see them clearly. The most relevant file is "username.log".

If you submit a lot of jobs this file may be large so you may just want
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5>html/tmp/pub/scheduler/> Il

UNIX command "cat" with the UNIX command "tail" that only shows
< the last few lines.

RSN / <5-htinl /tmp/pub/scheduler/> tail Tbhajdu.log
11| INFO |StarCatalog.executeCommand: Executing : get. T File Tist. pl -keys fdid,storage, node, path, filenam
e, events —cond collision=auau200, production=P02gd, 1letype=daq_reco_mudst, runnumber<4000000 -start 0
“iimit 16

12 |INFO|StarCatalog.executeQuery: Number of files returned: 10

13 |INFO |LSFDispatcher.dispatch: Dispatching using LSF: "rootd4star -q -b numberofEventsList.C\(\"$FILE

. . LIST\'
some Of fhese hnes are 'Ong Ond If YOU need 1—0 lOOk 01' ﬁg(l]g;ll;g%gggggg'l}cat;on makeScriptFileExecutable: Executing "chmod +x /direct/star+u/Ibhajdu/temp/sche
15 |INFO [LSFDispatcher.dispatch: Executing "b: -q star_cas_dd -m rcas6174_rcf.bnl.

more Then -rhe '651' feW “nes -‘-hen VieWing YOUI" flle in fta}:/unbha]du/temp/st physics_2273005_raw_( 0430 out /mrect/stamu/mha]du/temp/schedmm393798699,

16 | INFO |CSHAppTlication.makescriptFileExecutable: Executing "chmod +x /direct/star+u/lbhajdu/temp/sche
1.csh

a text editor with "word wrap" turned off may be a 0L o0 ttapacch: exacuting "boub -a sgar_cas_short 3 “Testl’ o /staru/Thhajd/cenpy

T
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better way to go. Every job you submit to the L C2h . makescriptrileExecutable: Executing “chmod sx /di rect/starsu/Tbhajdu/tenp/sche

. d1087393798699_0. csh"
19 | INFO |LSFD- ‘tch d tch: E: T "bsub - _dd -1 6138 f.bnl
scheduler numbers its events from zero o N. So each o RS RS R85 8588 B S8 R iR B 2
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line starts out with a number. Next in a set of "|...|" is ST EE submic: Job dispatchedy JobDescription.xnl

the type of information. Some types you can expect

to see are "INFO" and "WARNING". Next is the name of the scheduler function writing the message. For
example "XMLInitializer.analizeRequest" means the function "analizeRequest()" in the XMLInitializer class.
This is followed by a ":" and the text of the message.
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10| TNFO | Cata:
11| 18O | Stax
12| INFO| StarCatalog. executeQuery: Numbe:
13| 170 LSEDs spacehar. dispaceh: D;spa:cung using LS
14| INFO| CSHARRL le: Exe
15| INEO| LSEDispatcher.dispatch: Executing "bsub - star_c:

Notice how a typo that could have
plagued a user for hours trying to

‘ track it down is now clearly
oo defined.

cas6174.rof.bnl.gov ~J 'Testl' o /star/u/lbhajdu/vemp/st_physics_2273005_raw_0430.0utSgoofysturt /i
ined variable.l

11 v —cond colli

of rile:

16| WARNTNG | LSEDispatcher.dispatch: bsub failed: goofysy
v
17| WARNING|LSFDispatcher.dispatch: bsub failed: goofystuff: Undefined variable.l

18 |WARNING|LSEDispatcher.dispatch: bsub failed: goofystuff: Undefined variable.l

v
19| WARNTNG | LSEDispacche

dispatch: bsub failed: goofystuff: Undefined variable.d

4
20 |WARNTNG | LSEDispatcher.dispatch: bsub failed: goofystuff: Undefined variable.l

v

21|1NFO | CSHApPlicats | le: Executing "chmod +x /direct/star+u/lbhajdu/temp/sched1086809445911 3.csh"l v
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