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Abstract

Modern experiments in heavy ion collisions operate with huge data rates that

can not be fully stored on the currently available storage devices. Therefore

the data flow should be reduced by selecting those collisions that potentially

carry the information of the physics interest. The future CBM experiment will

have no simple criteria for selecting such collisions and requires the full online

reconstruction of the collision topology including reconstruction of short-lived

particles.

In this work the KF Particle Finder package for online reconstruction and se-

lection of short-lived particles is proposed and developed. It reconstructs more

than 70 decays, covering signals from all the physics cases of the CBM experi-

ment: strange particles, strange resonances, hypernuclei, low mass vector mesons,

charmonium, and open-charm particles.

The package is based on the Kalman filter method providing a full set of the

particle parameters together with their errors including position, momentum,

mass, energy, lifetime, etc. It shows a high quality of the reconstructed particles,

high e�ciencies, and high signal to background ratios.

The KF Particle Finder is extremely fast for achieving the reconstruction speed

of 1.5 ms per minimum-bias AuAu collision at 25 AGeV beam energy on single

CPU core. It is fully vectorized and parallelized and shows a strong linear scala-

bility on the many-core architectures of up to 80 cores. It also scales within the

First Level Event Selection package on the many-core clusters up to 3200 cores.

The developed KF Particle Finder package is a universal platform for short-

lived particle reconstruction, physics analysis and online selection.



Kurzfassung

Moderne Experimente der Hochenergiephysik mit Schwerionenstrahlen müssen

so hohe Datenraten verarbeiten, dass die Daten nicht mehr vollständig mit den

derzeit verfügbaren Speicher-Technologien aufgezeichnet werden können. Es ist

daher erforderlich, den Datenfluss auf die potentiell interessanten physikalischen

Ereignisse zu reduzieren. Dem zukünftigen CBM Experiment stehen keine ein-

fachen Kriterien zur Auswahl solcher Ereignisse zur Verfügung, da viele der

gesuchten Observablen sehr selten erzeugt werden und in einen hohen Untergrund

produzierter Teilchen eingebettet sind. Die Strategie zur Selektion bestimmter

Ereignisse beruht daher auf einer vollständigen Rekonstruktion der Kollision-

stopologie in Echtzeit einschließlich der Rekonstruktion instabiler Teilchen.

Im Rahmen dieser Arbeit wurde das KF Particle Finder Paket entwickelt

zur Online-Rekonstruktion von Schwerionenreaktionen mit hohen Multiplizitäten

inklusive der Selektion kurzlebiger Teilchen. Das Paket rekonstruiert über 70

Zerfälle von seltsamen Teilchen, seltsamen Resonanzen, Hyperkernen, leichte Vek-

tormesonen, Charmonium und Open-Charm-Teilchen, alles Signale, die sensitive

sind auf die Eigenschaften dichter Kernmaterie, wie sie in Schwerionenreaktionen

erzeugt wird.

Das Paket basiert auf der Kalman-Filter-Methode, die einen vollständigen

Satz der Teilchenparameter und ihrer Fehler liefert, inklusive Position, Impuls,

Masse, Energie, Lebensdauer usw. Das Paket rekonstruiert die Teilchen mit hoher

Qualität, mit hoher E�zienz und einem großen Signal-zu-Untergrund-Verhältnis.

Das KF Particle Finder Paket ist extrem schnell und erreicht Rekonstruktion-

sgeschwindigkeiten von 1,5 ms pro Kollision zweier Goldkerne bei einer Strahlen-

ergie von 25 AGeV auf nur einem CPU-Core. Das Paket ist vollständig vek-

torisiert und parallelisiert, die Anzahl der verarbeiteten Ereignisse skaliert mit

der Anzahl der Cores auf ”many-core”-Rechnerarchitekturen bis zu 80 Cores. Die

Skalierbarkeit ist auch erfüllt, wenn das Paket innerhalb des First-level Event Se-

lector Pakets auf many-core-Clustern bis zu 3200 Cores benutzt wird.

Das KF Particle Finder Paket bietet eine universelle Plattform zur Rekon-

struktion kurzlebiger Teilchen, zur Physikanalyse und zur Online-Selektion von

Ereignissen.
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Chapter 1

Introduction

The structure of matter was one of the most exciting questions since elemen-

tary particles were discovered in the beginning of the last century. What are the

smallest indivisible structure elements? How do they interact with each other?

Digging deeper and deeper into this problem scientists discovered that atom con-

sists of a nucleus and electrons. Then a large number of subatomic particles were

discovered including nucleons, hyperons and mesons. By the middle of the 20th

century there were found so many of such particles, that the need of their sys-

tematization appeared. In their works Gell-Mann [1, 2] and Zweig [3] introduced

quarks for systematization and classification of hadrons.

According to the present knowledge there are six quarks (see Fig. 1.1), which

are the smallest strongly interacting particles: up (u), down (d), strange (s),

charm (c), bottom (b) and top (t). Together with six leptons they form a list

of fundamental spin 1

2

particles — fermions. There are three charged leptons:

electron (e), muon (µ) and taon (⌧). Each charged lepton has a corresponding

flavour of a neutral lepton — neutrino (⌫). All elementary particles have an-

tiparticle partners. Antiparticle has the same mass and spin as a particle, but

opposite attributes such as electric charge or color charge. Within the Standard

Model of particle physics [4] the whole variety of existing matter is build from

this small list of fermions.

The Standard Model also comprises interaction between particles. There are

four basic types of interaction or field: strong, weak, electromagnetic and grav-

itational. Only quarks interact strongly, while other interactions are common
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Figure 1.1: Schematic depiction of particles and boson mediators in the Standard model
of particle physics. Parameters of the particles are taken from PDG 2014 [5]. Charge
is given in terms of the elementary charge e.

for all types of particles. In the Standard Model the interaction is mediated by

bosons. The strong interaction is mediated by eight massless gluons (g), weak

— by the W± and Z bosons, electromagnetic — by the photon (�). The grav-

itational interaction is the weakest in scales of the particle physics and usually

can be neglected. It is supposedly mediated by spin 2 boson called graviton,

however gravitons are not yet observed. The mass of the particles is generated

by the scalar field of Higgs bosons. The scheme of the particles and bosons of

the Standard Model is illustrated in Fig. 1.1.

At normal nuclear densities and temperatures quarks together with gluons

(bosons carrying the strong interaction) are bound into hadrons: baryons, in-

cluding proton and neutron, that can be thought of as composed of three quarks,

and mesons, which contain a quark and an antiquark. Being constructed of

quarks, groups of hadrons form multiplets [6], that manifest symmetries of the

Quantum Chromodynamics (QCD) [7] — the theory of strong interactions. For

example, the lowest SU(3) baryon and meson multiplets together with the quark

structure of the corresponding particles are shown in Fig. 1.2. The approximate
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Figure 1.2: The lowest SU(3) baryon and meson multiplets together with the quark
structure of particles: the baryon octet (a) with spin S = 1

2

, the baryon decuplet (b)
with S = 3

2

, the pseudo-scalar nonet (c) with S = 0 and the vector nonet (d) with
S = 1.

SU(3) symmetry of this multiplets is the manifestation of the approximate flavor

symmetry between the up, down and strange quarks.

According to the Standard Model at normal conditions quarks and gluons

cannot exist as free particles. This e↵ect is known as confinement [8]. At higher

temperatures and densities according to the QCD they can form completely new

states of matter like Quark-Gluon Plasma (QGP), when the quarks and gluons

are deconfined and can move freely in the region, where QGP exists, on the scales

larger than the size of hadrons (about 10�15m). It is believed that the matter

existed in such a state at the first stages of the universe formation. The nuclear

matter under the extreme pressures and temperatures may exist also nowadays

in the interior of compact stellar objects like, for instance, neutron stars.
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Figure 1.3: A possible form of the QCD
phase diagram [10].

The QCD equation of state is dom-

inated by rather di↵erent degrees of

freedom depending on the values for

the temperature and the chemical po-

tentials, that makes a structure of

the QCD phase diagram quite com-

plicated [9, 10]. A possible sketch of

the QCD phase diagram of tempera-

ture (T) versus baryon chemical po-

tential (µ
B

) is shown in Fig. 1.3. At

low densities, the nucleons (i.e. pro-

tons and neutrons) behave like a gas.

With increasing temperature and den-

sity the nucleons are excited into baryon resonances, which subsequently decay

into pions and nucleons. This mixture of nucleons, baryonic resonances and

mesons is called hadronic matter (represented by the yellow area in Fig. 1.3). In

this region of the phase diagram hadrons are the relevant degrees of freedom. At

very high temperatures the hadrons melt into quarks and gluons forming QGP

(shown in red). In QGP degrees of freedom are associated with quarks and glu-

ons. In the region of small baryon chemical potential lattice QCD calculations

predict a smooth cross-over between these two phases [11, 12]. According to the

present-day understanding at large baryon chemical potentials a first-order phase

transition takes place [13]. The phase transition line starts with a second order

phase transition point — critical endpoint. Current estimation for the critical

temperature is 155 – 165 MeV [14, 15]. In highly compressed cold nuclear matter

(shown in blue), as it may exist in the interior of neutron stars, the baryons also

dissolve into quarks and gluons. The critical density at which this transition

occurs, however, is not known.

The only way to investigate nuclear matter at high pressures and temperatures

in the laboratory are experiments studying collisions of heavy ions. In order to

explore di↵erent regions of the QCD phase diagram several experiments were

started since 1980s (see Table 1.1): from low energetic collisions of few AGeV
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(GeV per nucleon) at AGS1 [16] and SIS2 [17] accelerators up to hundreds AGeV

at RHIC3 [18] and even ATeV at LHC4 [19]. To study the intermediate energy

region with a rich structure of the phase diagram, as it is now predicted, new

FAIR5 [20] and NICA6 [21] facilities are under development.

Accelerator Laboratory Type of experiments Ions (heaviest) Top energy
SIS 18 GSI, Germany fixed target U 2 AGeV
AGS BNL, USA fixed target Au 14.5 AGeV

SIS 100* FAIR, Germany fixed target U 11 AGeV
SIS 300* FAIR, Germany fixed target U 35 AGeV
NICA* JINR, Russia collider Au 11 AGeV
SPS7 CERN, Switzerland fixed target Pb 158 AGeV
RHIC BNL, USA collider U 200 AGeV
LHC CERN, Switzerland collider Pb 5.52 ATeV

Table 1.1: A list of already running and future (marked with *) accelerators for studying
heavy ion collisions. For accelerators with the fixed target experiments the energy is
given in the laboratory system, for collider type — center-of-mass collision energy is
given.

Searching for rare signals modern experiments in physics of heavy ion collisions

have to process petabytes of data. Thus the dedicated computer farms equipped

with the latest processor architectures are used by each experiment. For example,

the CBM experiment will operate with a farm, which is currently estimated to

have a compute power equivalent to 60 000 modern CPU cores. Since more than

10 years the microprocessor industry tends to introduce technologies for parallel

computation rather than increasing computational speed of each unit. Therefore

reconstruction algorithms should be parallel and should scale with the increasing

number of compute elements.

Since short-lived particles are one of the most important probes for analyzing

properties of the created hot and dense matter, the present thesis is aimed to

develop a method for short-lived particle reconstruction and selection, that can

utilize the whole potential of modern many-core computer architectures. This

1Alternating Gradient Synchrotron, Brookhaven National Laboratory (BNL), USA
2SchwerIonenSynchrotron, GSI Helmholtzzentrum für Schwerionenforschung, Germany
3Relativistic Heavy Ion Collider, BNL, USA
4Large Hadron Collider, Conseil Européen pour la Recherche Nucléaire (CERN), Switzerland
5Facility for Antiproton and Ion Research, GSI, Germany
6Nuclotron-based Ion Collider fAcility, Joint Institute for Nuclear Research (JINR), Russia
7Super Proton Synchrotron, CERN, Switzerland
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π+

Κ+

p

Ω+ Λ

Figure 1.4: The simulated central Au-Au collision at 25 AGeV energy in the CBM
experiment with about 1000 charged particles (left) with a highlighted ⌦

+

decay (right).

Di↵erent colors correspond to di↵erent types of particles. ⌦
+

decays into ⇤ and K+

with further decay of ⇤ to antiproton (p) and ⇡+. One of such decay is expected per
about 1000 central collisions.

method is developing to be run for online event (collision) reconstruction and

selection in the future Compressed Baryonic Matter (CBM) experiment [22] at

the FAIR facility. Fig. 1.4 illustrates a simulated Au-Au collision at 25 AGeV

energy in the CBM experiment with a highlighted ⌦
+

decay:

⌦
+ ! ⇤K+

⇤ ! p⇡+.

The method should reconstruct and recognize a one signal particle per thousands

or even millions of such collisions (see Table 1.2), therefore both speed and e�-

ciency are crucial and can not be compromised. Being intrinsically parallel tasks

of particle search and reconstruction perfectly suite modern computer architec-

tures. The developed method is based on the Kalman filter [23, 24] because of it’s

properties of high speed and mathematical correctness of the obtained results.

The thesis is structured as follows. Chapter 2 describes the CBM experi-

ment, its physics goals, challenges and detector systems. Modern architectures

of microprocessors are discussed in Chapter 3. Methods and tools for utilization

of their advantages are also explained there together with illustrative examples.

Application of the Kalman filter method to reconstruction of charged particles

trajectories is given in Chapter 4. Being the key method for the current work
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Particle ⌦� ⌦
+

D0 D
0

⇢ J/ 

Decay
channel

⇤K� ⇤K+ K�⇡+ K+⇡� e+e� e+e�

Multiplicity
per collision

4.7·10�2 3.5·10�3 3.8·10�5 1.2·10�4 23 1.9·10�5

Branching
ratio

67.8% 67.8% 3.9% 3.9% 4.7·10�5 5.97%

Table 1.2: Multiplicities (by HSD model [25]) and branching ratios [5] of the CBM

observables on example of ⌦� and ⌦
+

for multi-strange hyperons, D0 and D
0

for
open charm, ⇢ for low mass vector mesons and J/ in a central Au-Au collision at
25 AGeV energy. On top of the low multiplicity and branching ratio the e�ciency of
reconstruction for such signals is typically on the few percent level.

the Kalman filter and its main properties are also described there together with

implementation of the algorithm for the CBM experiment and its modifications.

Chapter 5 describes the KF Particle package [26, 27] for short-lived particle re-

construction and its modifications and improvements. Based on KF Particle

the KF Particle Finder package for online reconstruction and selection was devel-

oped. It is described in Chapter 6 together with its implementation for many-core

computer architectures. The capabilities of the package for the physics analysis

together with obtained results are discussed here as well. Chapter 7 summarizes

the work of the thesis.



Chapter 2

The CBM experiment

One of the main goals of heavy ions experiments is exploration of the QCD phase

diagram (see Fig. 1.3). Present accelerators and experiments mainly cover low

(SIS18) and high (RHIC, LHC) energy regions. At low energies the QGP phase

can not be formed and only the region of hadron gas can be studied. In collisions

at very high energies large number of particles is produced and they are balanced

with respect to their matter-antimatter content, the baryon chemical potential is

relatively small in such matter. Therefore such experiments explore the baryon-

poor but very hot region of the phase diagram, where a cross-over transition from

quark-gluon plasma to hadron gas is expected.

To explore the QCD phase diagram in the region of the expected first-order

phase transition and the critical endpoint collisions, that leads to a much higher

baryon chemical potential at relatively moderate temperatures, should be studied.

Several experimental programs are devoted to the exploration of this region: the

beam energy scan (BES) at RHIC [28], the upgraded NA49 detector (NA61) at

SPS using light and medium size ion beams [29] and the future dedicated NICA

facility [21] in JINR.

However, due to luminosity or detector limitations these experiments can not

measure rare observables with very low production cross sections and are con-

strained to the investigation of abundantly produced particles. In contrast, the

Compressed Baryonic Matter (CBM) experiment at the Facility for Antiproton

and Ion Research (FAIR) [20] in Darmstadt is designed for precision measure-

ments of much wider set of observables including extremely rare charmed particles
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together with the comprehensive study of their properties.

2.1 The future FAIR facility

9

2.1 Overview

The concept of the FAIR Accelerator Facility has been 
developed by the international science community and 
the GSI Laboratory. It aims for a multifaceted forefront 
science program, beams of stable and unstable nuclei 
as well as antiprotons in a wide range of intensities and 
energies, with optimum beam qualities. 

The concept builds and substantially expands on 
seminal developments made over the last 15 years at 
GSI and at other accelerator laboratories worldwide 
in the acceleration, accumulation, storage and phase 
space cooling of high-energy proton and heavy-ion 
beams. Based on that experience and adopting new 
developments, e.g. in fast cycling superconducting 
magnet design, in stochastic and in high-energy electron 

cooling of ion beams, and also in ultra-high vacuum 
technology, a first conceptual layout of the new facility 
was proposed in 2001. Since then, the layout published 
in the Conceptual Design Report has undergone several 
modifications in order to accommodate additional 
scientific programs and optimize the layout, but also to 
reduce costs and to minimize the ecological impact of 
the project. 

The present layout is shown in Fig. 2.1. A super-
conducting double-synchrotron SIS100/300 with a 
circumference of 1,100 meters and with magnetic 
rigidities of 100 and 300 Tm, respectively, is at the heart 
of the FAIR accelerator facility. Following an upgrade for 
high intensities, the existing GSI accelerators UNILAC 
and SIS18 will serve as an injector. 

2. FAIR Accelerator Facility 

Figure 2.1: Layout of the existing GSI facility (UNILAC, SIS18, ESR) on the left and the planned FAIR facility on the right: the supercon-
ducting synchrotrons SIS100 and SIS300, the collector ring CR, the accumulator ring RESR, the new experimental storage ring NESR, 
the rare isotope production target, the superconducting fragment separator Super-FRS, the proton linac, the antiproton production 
target, and the high energy antiproton storage ring HESR. Also shown are the experimental stations for plasma physics, relativistic 
nuclear collisions (CBM), radioactive ion beams (Super-FRS), atomic physics, and low-energy antiproton and ion physics (FLAIR).

Rare Isotope  
Production Target

Antiproton  
Production Target

Executive Summary

Figure 2.1: Layout of the Facility for Antiproton and Ion Research (FAIR) [20]. Blue
lines represents existing GSI facilities, the new accelerator complex is shown with red.
The superconducting synchrotrons SIS100 or SIS300 will provide ion beams for the
CBM experiment. They also will provide secondary beams of antiprotons or rare nu-
clear isotopes from a production target to the fragment separator (super FRS) and
storage rings, such as the HESR for the antiproton research program.

The future FAIR facility will provide unique research opportunities in the

fields of nuclear, hadron, atomic and plasma physics [20]. The layout of FAIR is

presented in Fig. 2.1. Ion beams for the CBM experiment will be delivered in the

beginning by the SIS100 synchrotron and later, after upgrade of magnetic rigidity

from 100 to 300 Tm, by SIS300. The minimal available ion beam energy will be

about 2 AGeV. The top energies of the SIS100 synchrotron will be up to 29 GeV

for protons and up to 11 AGeV for Au ions. In case of the SIS300 synchrotron

the top energy is expected to be up to 90 GeV for protons and 35 AGeV for Au
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ions. Due to the slow extraction from the synchrotrons the beam at the CBM

cave will have a continuous structure, that allows to increase the collision rate

since the beam particles will be uniformly distributed in time. The intensities of

the beam are expected to reach 109 Au ions per second.

2.2 Physics program of CBM

The physics program of the CBM experiment assumes a comprehensive study of

the phase diagram of strongly interacting matter and a study of the equation of

state of the matter at extremely high baryonic density [22]. The research program

comprises a complex scan of observables, beam energies and collision systems.

At the first stage the experiment will operate with the beams provided by the

SIS100 accelerator, later upgraded to SIS300. The experiment will address the

following fundamental questions [22, 30]:

1. phase transition at high baryon chemical potential and search for the critical

endpoint;

2. investigation of the equation of state of nuclear matter at densities similar

to the densities in the core of neutron stars and determination of the degrees

of freedom at these densities;

3. investigation of hypernuclei and heavy multi-strange objects, if such objects

exist;

4. investigation of the properties of hadrons in dense baryonic matter and the

possible modification of their properties;

5. investigation of charm production at threshold beam energies and investi-

gation of the charm properties in dense baryonic matter.

The most promising observables to answer these questions are:

1. particles containing strange or charm quarks (for example, strange hyper-

ons — ⇤, ⌅, ⌦, charmed D mesons, J/ );

2. low mass vector mesons decaying into dilepton channel (⇢,!,� ! e+e�,

⇢,!,� ! µ+µ�);

3. the excitation functions of yields, spectra, and collective flow of these par-

ticles;
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4. the in-medium mass distribution of low mass vector mesons;

5. event-by-event fluctuations of conserved quantities like baryons,

strangeness, net-charge etc. in heavy-ion collisions with high precision as a

function of beam energy.

The experimental goal is to measure these rare probes with unprecedented

precision in spite of the very low particle yields.

2.3 CBM detector system

The CBM experiment is being designed for studying multiplicity, distribution in

phase space and flows of all interesting particles, including very rare particles.

The experiment requires extreme rates of the beam collisions with the target

(up to 107 Hz) with a multiplicity of produced charged particles up to 1000 per

collision. Under these conditions it is impossible to use slow detectors, such as,

for instance, Time-Projection Chamber (TPC). The experiment requires from

the detectors to be fast and radiation hard. Also the research program of CBM

requires from the detector systems to provide e�cient lepton identification, a

high-resolution determination of decay vertices and high-speed trigger and data

acquisition systems.

The experiment assumes two options of the operating scenario:

• with a setup for electron measurements;

• with a setup for muon measurements.

The electron and muon setups are shown in Fig. 2.2. Such approach combines the

advantages of both methods and guarantees reliable results as in the end the data

sets should agree to each other inspite of the very di↵erent background sources.

The full list of sub-detector systems for both setups is:

1. Micro-Vertex Detector (MVD);

2. Silicon Tracking System (STS);

3. Ring Imaging CHerenkov detector (RICH);

4. Muon Chambers (MuCh);

5. Transition Radiation Detector (TRD);
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MVD

STS

TOF

TRDRICH

PSD

ECAL

MVD

STS

TOF

TRDMuCh

PSD

Figure 2.2: The layout of the CBM detector setup [22]. Options for electron mea-
surements (left) and muon measurements (right) are presented. The electron setup
includes the dipole magnet with a large acceptance, the Micro-Vertex Detector (MVD),
the Silicon Tracking System (STS), the Ring Imaging CHerenkov detector (RICH), the
Transition Radiation Detector (TRD), the Time Of Flight detector (TOF), the Elec-
tromagnetic CALorimeter (ECAL) and the Projectile Spectator Detector (PSD). In
case of the muon setup RICH, TRD and ECAL are replaced with the Muon Chambers
(MuCh).

6. Time Of Flight detector (TOF);

7. Electromagnetic CALorimeter (ECAL);

8. Projectile Spectator Detector (PSD).

The sort of a particle MVD STS RICH MUCH TRD TOF ECAL PSD
⇡, K, p x (x) (x) x x

Hyperons x (x) (x) x
Open charm x x (x) (x) x x

electrons x x x x x x
muons x x (x) x
gamma x x

gamma through
x x x x x x

e± conversion

Table 2.1: Observables and detectors for their registration. Detectors marked as x are
those, which are necessary for particle registration. Detectors marked as (x) can be
used to suppress background.

According to the tasks, the electron setup includes all the detectors except

MuCh. The muon option assumes operation of the experiment with all detectors

except ECAL and RICH detectors, which are devoted for electron identification.

Each setup will use di↵erent detectors for registration of certain particle types.
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Table 2.1 summarizes which detectors will be used for registration of di↵erent

particles.

2.3.1 Micro-Vertex Detector (MVD)

To achieve a track position resolution of several microns in the target region

the CBM experiment will use the MVD detector [22, 31]. It will be located

at a distance from 5 to 20 cm downstream the target. The main task of the

detector is to provide a high separation level of short-lived particles from the

collision point, for instance, particles containing charm quark with lifetime of

about 50–300 µm/c. Also, MVD will help to reduce background in dielectron

decay channels of low mass vector mesons.

Required performances (SIS-100) 

Radiation 
tolerance  

> 1013neq/cm2  &  >3 MRad  

Read-out speed >30 kframes/s => 500Gbit/s/MVD, 
Free streaming 

Intrinsic resolution < 5 µm 

Operation in vacuum and magnetic field 

„Light” support 
and cooling 

Material budget  (station 0) of  
~ 0.3 % X0 

CBM-MVD will: 
- improve secondary vertex resolution 
- host highly granular silicon pixel sensors featuring 

fast read-out, excellent spatial resolution and 
robustness to radiation environment. 

4 

The MVD – required performance 

3 

2 

1 

0 
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4

Support structure

Sensors

Figure 2.3: The MVD detector of the CBM experiment [31, 32]. MVD will be built
from MAPS sensors grouped into 2–4 stations. To reduce the amount of material MVD
will be placed in vacuum. The detector will be mounted inside the dipole magnet.

The detector will be built from thin pixel detector modules based on the

MAPS (Monolithic Active Pixel Sensors) technology. Pixel size will be between

25⇥25 µm2 to 40⇥40 µm2. MAPS technology allows to obtain very thin detectors

with high spatial resolution (few microns). It is expected that the detector will

be composed of 2 to 4 stations. Thickness of stations will be several hundred

microns. To reduce the amount of material in the active volume, the detector

will be placed in vacuum. Fig. 2.3 illustrates the detector geometry option with

four stations located at a distance of 5, 10, 15 and 20 cm from the target.
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2.3.2 Silicon Tracking System (STS)

90CHAPTER5.SYSTEMINTEGRATIONANDSERVICES

Figure5.22:Arrangementofladderstoformahalf-stationwithoverlappingsensors.Depictedis
anengineeringproposalofahalf-station,calledunit,whichphysicallycombinesonacarbonfiber
supportframetheeven-numberedladdersofanup-streamhalf-stationandtheodd-numbered
laddersofthenextdown-streamhalf-station,thusallowingtomountthefront-endelectronics
boxestobothsidesofthesamecoolingplate.

Figure5.23:Ahigh-precisionsupportontheladderframe.

 

ST
S

St
at

io
n

L
ad

de
r

52 CHAPTER 4. DEVELOPMENT OF STS COMPONENTS

Prototype sensor CBM03

Based on the first prototype CBM01 and on the experience with technology wafer CBM02, the
design CBM03 realized a large double-sided sensor with the strips at a stereo angle on both
sides, i.e. ±7.5�. The design intends to facilitate connecting the read-out cable. However, it
requires interconnecting lines of the short corner strips now on both sensor sides, which increases
the sensor complexity. In total, the wafer requires 19 masks for production. The wafer plan and
a photo of a corner of the sensor are seen in Fig. 4.4. The essential parameters of the CBM03
sensor are summarized below:

• n-type float-zone silicon material;
• double-sided segmentation into strips;
• 1024 strips per side;
• stereo angle ±7.5�;
• 58 µm strip pitch;
• AC-coupled read-out;
• 1 DC pad and 4 AC pads per strip;
• poly-silicon resistor plus punch-through biasing;
• p-spray isolation on the ohmic side;
• two metal layers per side;
• 10 guard rings;
• outer dimensions 6.2 � 6.2 cm2.

(a) (b)

Figure 4.4: (a) Layout of the 4” CBM03 wafer with the main sensor in the center and various
test structures. (b) Close-up view of the p-side of a CBM03 sensor with strips tilted by 7.5� and
double metal interconnections with the corner strips.
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Figure 2.4: The STS detector of the CBM experiment [33]. STS will be build from sil-
icon microstrip detector modules grouped into lightweight vertical ladders with carbon
fibers as the support structure. Ladders will form eight stations. The STS detector
will be mounted inside the dipole magnet.

The main tracking detector of the CBM experiment is the Silicon Tracking

System (STS) [33]. The task of the STS detector is reconstruction of the particle

trajectory and determination of the particle momentum. The detector will be

placed in the magnetic field produced by the dipole magnet with 1 Tm bending

power [34]. In the magnetic field trajectories of charged particles are bended and

thus the momentum can be reconstructed. For successful reconstruction of parti-

cles of the physics interest, relative momentum resolution �p/p = 1% is required.

Such resolution can be achieved only in case of thin detector modules with low

multiple scattering of charged particles. Therefore the detector is planned to be

build up from the silicon micro-strip detector modules on lightweight ladder-like

mechanical supports. The detector modules will be grouped into eight stations

placed in the direction of the beam on distances from 30 to 100 cm from the tar-

get (see Fig. 2.4). To minimize the amount of material in the active volume, the

electronics of the detector will be placed at the periphery of the stations. Signals

from detector modules will be transported to the electronics through multi-line

micro-cables. The STS detector will work with loads up to 700 charged parti-

cles per collision and in order to achieve the designed momentum resolution the

modules are being designed to have following parameters:
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• length of strips — from 2 to 6 cm;

• thickness of the module — 300 µm;

• a stereo angle between strips — from 7o to 15o;

• a strip pitch — about 58 µm;

• total amount of material together with cables — 400–800 µm in the silicon

equivalent.

2.3.3 Ring Imaging CHerenkov detector (RICH)

The main task of the RICH detector [35] is identification of electrons and

reduction of the number of background pions in the reconstruction of short-lived

particles decaying by the dielectron channel. The idea of RICH is based on

detection of the radiation emitted by a particle moving in a medium with a speed

greater than the speed of light in that medium. This e↵ect is called Cherenkov

e↵ect. The photons are radiated at a fixed angle, which is determined by the

properties of the medium and the speed of the particle. Thus, these photons form

a cone, which gives a ring on the photodetector plane (see Fig. 2.5, right). The

emission angle of the cone is determined by the speed of a particle. Thus, having

the same momentum particles with di↵erent masses forms ring with di↵erent

radius.
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Figure 3.2 – Left and centre: RICH geometrical acceptance in dependence on transverse momentum
p

T

and rapidity y for primary e± (left) and ⇡± (centre). Right: RICH acceptance in dependence on
momentum for primary e± (red) and ⇡± (blue).

3.3 Response of the RICH detector to heavy-ion collisions

Figure 3.3 shows an example of the typical response of the RICH detector to a central Au + Au
collision at 25AGeV and 8AGeV beam energies. In these figures one can observe edge effects when
rings are detected only partially. If the detected ring fraction is large enough, the rings are found
and fitted correctly. If a ring would in principle be split between mirrors, it will be detected only in
one half of the photodetector plane because the other part is lost due to the gap between mirrors.
Thus there is no need to join reconstructed rings at the lower photodetector border.

Figure 3.3 – Typical response of the upper and lower photon detector planes of the RICH detector to
an event with a central Au + Au collision at 25 AGeV (left) and 8 AGeV (right) beam energies. Blue
circles: reconstructed rings; red points: RICH hits including noisy channels (0.35 %); green markers:
reconstructed track projections onto the photon detector plane.

The left panel of Figure 3.4 shows the number of detected photons in the RICH detector for a
central Au + Au collision at 25AGeV beam energy. In average around 900 hits are detected per
event. The right panel shows the hit density distribution (number of hits/cm2/event) on the photon
detector plane. For 8AGeV beam energy the mean number of hits per event equals to 237.
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Figure 2.5: The RICH geometry including mirrors, two photodetector planes and the
support structure (left) and rings produced in a simulated AuAu collision at 25 AGeV
by the Cherenkov light at the photodetector planes (right) [35].

The proposed design for the RICH detector of CBM includes (Fig. 2.5, left)
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1.7 m container filled with CO
2

, glass mirrors of 6 mm thickness with a reflective

MgF
2

coating and two planes of photodetectors. With such parameters it will be

possible to separate electrons from other particles in the range of momenta up

to 10 GeV/c. Having the smallest mass all electrons, even with low momenta,

produced in the collision emit the Cherenkov light, while pions start to irradiate

at about 5 GeV/c momenta. The designed level of the pion suppression factor of

about 500 is foreseen.

2.3.4 Muon Chambers (MuCh) detector

One of the focuses of the CBM experiment is measurement of rare particles

decaying into muons like low mass vector mesons and J/ . Reconstruction of

such particles requires an accurate muon identification. Being minimum ionizing

particles in a wide momentum range from 100 MeV/c to 100 GeV/c (see Fig. 2.6),

muons can penetrate several meters of iron unlike all other particles: as electrons,

they do not interact strongly but have large enough mass not to be significantly

scattered by the electromagnetic field inside the material.
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32. Passage of particles through matter 399

depends on atomic and bulk structure. For electrons bound in atoms
Bethe [3] used “Born Theorie” to obtain the di↵erential cross section

d�
B

(W ; �)

dW
=

d�
R

(W, �)

dW
B(W ) . (32.2)

Electronic binding is accounted for by the correction factor B(W ).
Examples of B(W ) and d�

B

/dW can be seen in Figs. 5 and 6 of
Ref. 1.

Bethe’s theory extends only to some energy above which atomic
e↵ects are not important. The free-electron cross section (Eq. (32.1))
can be used to extend the cross section to W

max

. At high energies �
B

is further modified by polarization of the medium, and this “density
e↵ect,” discussed in Sec. 32.2.5, must also be included. Less important
corrections are discussed below.

The mean number of collisions with energy loss between W and
W + dW occurring in a distance �x is N

e

�x (d�/dW )dW , where
d�(W ; �)/dW contains all contributions. It is convenient to define the
moments

M
j

(�) = N
e

�x

�
W j

d�(W ; �)

dW
dW , (32.3)

so that M
0

is the mean number of collisions in �x, M
1

is the mean
energy loss in �x, (M

2

� M
1

)2 is the variance, etc. The number of
collisions is Poisson-distributed with mean M

0

. N
e

is either measured
in electrons/g (N

e

= N
A

Z/A) or electrons/cm3 (N
e

= N
A

⇢Z/A).
The former is used throughout this chapter, since quantities of interest
(dE/dx, X

0

, etc.) vary smoothly with composition when there is no
density dependence.
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Fig. 32.1: Stopping power (= ��dE/dx�) for positive muons in copper as a function of
�� = p/Mc over nine orders of magnitude in momentum (12 orders of magnitude in kinetic
energy). Solid curves indicate the total stopping power. Data below the break at �� ⇡ 0.1
are taken from ICRU 49 [4], and data at higher energies are from Ref. 5. Vertical bands
indicate boundaries between di↵erent approximations discussed in the text. The short
dotted lines labeled “µ� ” illustrate the “Barkas e↵ect,” the dependence of stopping power
on projectile charge at very low energies [6]. dE/dx in the radiative region is not simply
a function of �.

32.2.2. Maximum energy transfer in a single collision : For a
particle with mass M ,

W
max

=
2m

e

c2 �2�2

1 + 2�m
e

/M + (m
e

/M)2
. (32.4)

In older references [2,8] the “low-energy” approximation W
max

=
2m

e

c2 �2�2, valid for 2�m
e

� M , is often implicit. For a pion in
copper, the error thus introduced into dE/dx is greater than 6% at
100 GeV. For 2�m

e

� M , W
max

= Mc2 �2�.
At energies of order 100 GeV, the maximum 4-momentum transfer

to the electron can exceed 1 GeV/c, where hadronic structure
e↵ects significantly modify the cross sections. This problem has been
investigated by J.D. Jackson [9], who concluded that for hadrons (but

not for large nuclei) corrections to dE/dx are negligible below energies
where radiative e↵ects dominate. While the cross section for rare hard
collisions is modified, the average stopping power, dominated by many
softer collisions, is almost unchanged.

32.2.3. Stopping power at intermediate energies :
The mean rate of energy loss by moderately relativistic charged

heavy particles, M
1

/�x, is well-described by the “Bethe equation,”
�

�dE

dx

�
= Kz2

Z

A

1

�2

�
1

2
ln

2m
e

c2�2�2W
max

I2

� �2 � �(��)

2

�
.

(32.5)
It describes the mean rate of energy loss in the region 0.1 <� �� <� 1000
for intermediate-Z materials with an accuracy of a few %. With
the symbol definitions and values given in Table 32.1, the units
are MeV g�1cm2. W

max

is defined in Sec. 32.2.2. At the lower
limit the projectile velocity becomes comparable to atomic electron
“velocities” (Sec. 32.2.6), and at the upper limit radiative e↵ects begin
to be important (Sec. 32.6). Both limits are Z dependent. A minor
dependence on M at the highest energies is introduced through W

max

,
but for all practical purposes �dE/dx� in a given material is a function
of � alone.

Few concepts in high-energy physics are as misused as �dE/dx�.
The main problem is that the mean is weighted by very rare events
with large single-collision energy deposits. Even with samples of
hundreds of events a dependable value for the mean energy loss cannot
be obtained.

Far better and more easily measured is the most probable energy
loss, discussed in Sec. 32.2.9. The most probable energy loss in a
detector is considerably below the mean given by the Bethe equation.

In a TPC (Sec. 33.6.5), the mean of 50%–70% of the samples with
the smallest signals is often used as an estimator.

Although it must be used with cautions and caveats, �dE/dx�
as described in Eq. (32.5) still forms the basis of much of our
understanding of energy loss by charged particles. Extensive tables
are available[4,5, pdg.lbl.gov/AtomicNuclearProperties/].

For heavy projectiles, like ions, additional terms are required to
account for higher-order photon coupling to the target, and to account
for the finite size of the target radius. These can change dE/dx by
a factor of two or more for the heaviest nuclei in certain kinematic

Figure 2.6: The MuCh geometry (left) including absorbers (red) and gaseous detectors
of charged particles (yellow) together with the support structure (green) [36] and muon
stopping power depending on the momentum (right) [5].

The MuCh detector will be placed just after the STS tracking system. The

experimental challenge for muon measurements in heavy ion experiments at the

CBM energies is identification of low-energy muons at high multiplicities of
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charged particles. To cope with this problem the muon detector of the CBM

experiment [36] will have the hadron absorber divided into several parts, each

part of the absorber will be followed by three detecting stations for charged par-

ticles registration (see Fig. 2.6, left). The first absorber is planned to be build

from carbon, all others — from iron. To reduce the muon background that is

formed due to decays of mesons by the muon channel, the system must be com-

pact. The detector consists of six hadron absorbers with total thickness of about

250 cm. For registration of charged particles gaseous tracking chambers located

in triplets behind each iron slab will be used.

2.3.5 Transition Radiation Detector (TRD)

The TRD detector is based on the e↵ect, that a charged particle emits the

radiation when passing through a boundary between two di↵erent media. This

happens because of the di↵erent electromagnetic properties of the media. The

intensity of the radiation depends on the energy of the particle and its type.
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Figure 2.7: The TRD geometry consisting of rectangular pads for transition radiation
detection and particles tracking [31] (left) and the scheme of a pad (right) [37]. When
crossing the radiator of a pad, particle produces transition radiation, which is registered
by the gaseous detector.

TRD will be used to identify electrons with momentum larger than 1.5 GeV/c

and separate electron and pion tracks. This will help to reduce the background of

short-lived particles, such as low mass vector mesons and charmonium, decaying
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by the electron channel.

The TRD detector will consist of three stations located at distances from 5 m to

9.5 m from the target. The stations will consist of three layers each. The detector

is divided into rectangular modules (pads) with a resolution of 300–500 µm across

and 3–30 mm along the pad [22]. To ensure an accurate measurement of both

coordinates every second layer of the sensors will be rotated by 90o with respect to

the previous one. Such structure of the detector will also allow reconstruction of

charged particles tracks and extrapolation of them to the downstream detectors

TOF and ECAL.

2.3.6 Time Of Flight detector (TOF)

In order to identify particles of di↵erent types we can use the fact, that having

the same momentum particles with di↵erent masses have di↵erent speed. There-

fore the mass of a particle can be determined by measuring speed together with

momentum and, as a result, particle can be identified.
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Figure 2.8: The TOF geometry (left) including gaseous detectors, grouped into mod-
ules, and the support structure [38] with (right) the distribution of the mass squared
(m2) versus momentum obtained for positively charged hadrons — pions (⇡+), kaons
(K+) and protons (p) and their antiparticles; negative sign of momentum stands for
negative particles [39].

The main task of the TOF detector [38] is identification of hadrons: pions,

kaons and protons. The geometry of the detector together with its performance

on the simulated data are shown in Fig. 2.8. TOF will be built from the Resistive

Plate Chambers (RPC). RPCs consist of parallel plates made of the high resis-

tivity material and separated by a gas volume. A high voltage is applied to the
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external surfaces of the plates. A charged particle ionizes the gas and the electric

field amplifies this ionization by an electron avalanche. The avalanche is stopped

by the resistive plates and induces a fast signal on the pickup electrodes.

The detector will be placed on the distance of 10 m from the target. The

active area of the detector will be about 120 m2. The time resolution will be

better than 80 ps.

2.3.7 Electromagnetic CALorimeter (ECAL)

The task of ECAL in CBM is measuring of fast primary photons and neu-

tral mesons decaying by a photon channel. Interacting with the material of the

calorimeter, a photon produces a particle shower, which consists of electrons,

positrons and secondary photons (see Fig. 2.9, right). In such a way the energy

of the initial photon is deposited in ECAL, where it is collected and measured.
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Figure 2.9: The ECAL geometry (left) including moving sections with about 1000
modules, which consist of absorbers followed by the scintillator detectors [40] and a
scheme of the electromagnetic shower produced in the detector (right).

ECAL for CBM will consist of absorbers followed by scintillator detectors (see

Fig. 2.9, left). The calorimeter will be composed of modules which consist of

140 layers of 1 mm lead and 1 mm scintillator, with cell size of 6x6 cm2 [22, 40].

Similar ECAL detectors built by the same technology operate already in the

experiments at RHIC and LHC.
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2.3.8 Projectile Spectator Detector (PSD)

The PSD detector [41] will be used to determine the collision centrality and

the reaction plane, that is necessary to measure collective properties of a collision,

like anisotropy in particles distributions or event-by-event fluctuation of particle

yields. The PSD detector is a calorimeter, which will consist of 44 individual

modules with a transverse size of 20x20 cm2, each module includes 60 lead-

scintillator sandwiches (see Fig. 2.10). The detector will measure the number

of non-interacting nucleons (spectators) from a projectile nucleus in the collision.

28 CBM Collaboration

6 PSD components

6.1 Module structure

To study the reliability of the proposed concept, intensive R&D work has been performed in the recent
years on the technical design of lead-scintillator sandwich calorimeters. Within this activity, small mod-
ules with the transverse size 10⇥10 cm2 and large modules with the transverse size 20⇥20 cm2 have
been built. Detailed studies of the calorimeter module response in the hadron energy range from a few
GeV up to 160 GeV have been performed. In addition, a mechanically stable construction for the "sand-
wich" like modules with thin walls needed for a hermetical calorimeter has been developed. Another
goal was the development of a method for the light readout from the scintillator tiles that provides good
efficiency and uniformity of light collection. The proposed scheme of the PSD module and the light
readout is shown in Fig. 20. Each module of the hadron calorimeter consists of 60 lead-scintillator tile
sandwiches with lead and scintillator tiles of 16 and 4 mm thickness, respectively. The sampling ratio of
4:1 satisfies the compensation condition.

Fig. 20: Design of the PSD module and light readout from scintillator tiles in PSD module. Left - front view, right-
top view (only half-length of the module is shown). Fibers from each consecutive 6 tiles are collected together and
read out by a single MAPD.

The light readout is provided by WLS-fibers embedded in round grooves in scintillator plates that ensure
a high efficiency and uniformity of light collection over the scintillator tile within a very few percent. The
WLS-fibers from each 6 consecutive scintillator tiles are collected together and viewed by a single pho-
todetector at the end of the module. The longitudinal segmentation in 10 sections ensures the uniformity
of the light collection along the module. The individual calibration of longitudinal sections is essential
for the monitoring of the light yield drop caused by the absorbed radiation dose in scintillator tiles at
high intensity ion beams as used in the CBM experiment. Longitudinal segmentation of the calorimeter
provides also a unique opportunity to improve the energy resolution based on the measurement of the
longitudinal hadron shower profile with the off-line compensating algorithm. For example, the WA1
collaboration improved the energy resolution of an iron/scintillator calorimeter by about 30% with the
deposited energy weighting procedure [39]. Taking into account a very similar longitudinal segmentation
of the PSD and the WA1 calorimeter, one can expect similar effects for the PSD energy resolution. The
development of such an off-line compensating algorithm is a challenging task for the improvement of
PSD performance.

The longitudinal segmentation of the calorimeter modules requires 10 compact photodetectors coupled
to the end of WLS-fibers at the rear side of the module. The use of micropixel avalanche photodiodes,
MAPDs (or silicon photomultipliers, SiPMs) seems to be an optimum choice due to their remarkable
properties like high internal gain, compactness, low cost and immunity to the nuclear counter effect.
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Figure 2.10: The PSD geometry (left) and the design of a module consisting of consec-
utive absorber and scintilator layers (right) [41].

2.3.9 Data AcQuisition system (DAQ)

The physics program of CBM requires measurement of rare signals with high

statistics. Therefore the experiment is being designed to operate at extremely

high collisions frequencies — up to 10 MHz [22]. Based on the possible recording

speed of the modern storage media of about 1 GB/s and the data flow of 40 kB

from gold-gold collisions at energies of 25 GeV, it is possible to store the data

with a collisions frequency of only 25 kHz. Therefore, measurements with the

collision frequency of 10 MHz require algorithms for online event selection that

can reduce the number of background collisions, i.e. those that do not contain
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interesting signals, in 400 or more times.

Dirk Hutter – DPG Spring Meeting Heidelberg – 2015-03-27
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Figure 2.11: The CBM data acquisition model in comparison to the conventional ap-
proach [42]. Usually the input data passes several trigger levels being gradually sup-
pressed. Due to its running scenario, the CBM experiment will not have such triggers.
The level one trigger (L1) in case of CBM will be already a High Level Trigger (HLT)
running on the First Level Event Selection (FLES). Therefore the data should be trans-
mitted to FLES through the high throughput links.

The CBM experiment will not have a clear signature based on the raw data

from the detectors for selection of interesting collisions. This makes impossible

to build low level triggers, which are commonly used by other experiments in

high energy physics and physics of heavy ions. In contrast to the conventional

approach, CBM will rely on the high-level trigger only (see Fig. 2.11): the data

will be collected from the detectors and transmitted to the First Level Event

Selection algorithms running on many-core computer farm.

2.4 First Level Event Selection (FLES)

For the most important signals of the CBM physics case there are no simple

criteria for collisions triggering and selection. Therefore the full reconstruction

of the collision is required already at the selection stage and will be run in the

online mode [22]. The basis for the online event selection will be fast algorithms
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Figure 2.12: The FLES system for the CBM experiment [43]: the data collected from
the detectors will be transported to the dedicated computer farm, where it will be
processed, selected and stored.

for reconstruction of hits, tracks and short-lived particles running on a dedicated

computer farm. Based on the reconstructed short-lived particles the collisions

will be triggered and stored on tape. Fig. 2.12 illustrates the scheme of FLES

and the data transfer.

Figure 2.13: The L-CSC
supercomputer at GSI [44],
which has been ranked as
the most energy-e�cient su-
percomputer.

The farm for the online event selection of the CBM experiment will consist

of nodes equipped with modern many-core central processing units (CPU) and

graphic cards with the total power of about 60 000 CPU cores equivalent. Thus,

the farm is expected to be a massively parallel heterogeneous system. The algo-
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rithms for the FLES reconstruction, including short-lived particle reconstruction,

should be parallelized and optimized for such a system.

Several prototypes for the FLES farm were already designed and built by the

group of Prof. Dr. Lindenstruth at the Frankfurt Institute for Advanced Studies

(FIAS). Having a large number of computer nodes, such cluster should be not only

fast, but also energy e�cient. This is taking into account in the supercomputer

development at FIAS and the most resent L-CSC supercomputer at GSI (see

Fig. 2.13) [44] is ranked as the world’s most energy-e�cient supercomputer. With

a computing power of 5.27 GFLOPS per watt, it has set a new world record for

energy e�ciency among supercomputers.
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Many-core computer

architectures and tools for

parallel programming

Modern experiments in the high-energy physics require the highest possible speed

of reconstruction because of high interaction and data rates. Thus, the power of

existing computational servers should be utilized in the most e�cient way.

At present, the development of high-performance servers tend to increase the

number of processors per server, the number of cores per processor and the width

of SIMD vectors [45] in the core. Each server contains one or more CPUs and

several accelerators — graphic cards or coprocessors. All processors are con-

nected with each other, with the main memory and with the peripherals by the

motherboard — the main printed circuit board of the server. The data flow

between CPU, memory and peripherals is managed by the chipset, which is a

part of the motherboard, accelerators are connected to the motherboard by the

PSI Express bus. All the processors are many-core devices, so a single sever is

already a many-core heterogeneous system.

Since nowadays computers are mainly parallel machines, reconstruction algo-

rithms, including reconstruction of short-lived particles (see Chapter 6), should be

developed as parallel algorithms. It is important that the speed of implemented

algorithms should grow proportionally to the number of cores per processing unit

and number of elements per register of the processing unit. For the code vec-



3.1 Topology of CPU 27

torization and parallelization di↵erent tools exist, that will be described in the

current Chapter.

3.1 Topology of CPU

Modern servers are equipped mainly with two or more Central Processing Units

(CPU), therefore their topology is complex and should be well understood when

developing a program. Moreover, being a many-core device, already a single CPU

has a complex structure. For example, a block-diagram of the Intel Xeon E7-4860

CPU is shown in Fig. 3.1.
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…

Core 10

Shared L3 cache

QuickPath Interconnect 
(QPI) Interface Integrated Memory Controller 

DDR3 RAMChipset

Hardware 
thread 1

Hardware 
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Hardware 
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Execution engine
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RAM ~200 cycles

C
ac

he

Figure 3.1: Block-diagram of the Intel Xeon E7-4860
CPU with 10 cores.

Figure 3.2: Typical access
speed to di↵erent memory lay-
ers on modern CPUs.

The CPU contains 10 physical cores at 2.27 GHz and supports Intel Hyper-

Threading (HT) technology [46], thus, architecturally each core consists of two

logical ones. Each logical core has a full set of registers: data, segment, control,

debug, and most of the machine specific registers. Also it has its own Advanced

Programmable Interrupt Controller (APIC). This allows to run on each physical

core two hardware threads simultaneously. Unlike the multiple processor sys-

tems with completely independent processor units, the logical cores share some

resources: caches, execution engine, including Arithmetic Logic Unit (ALU),

Floating Point Unit (FPU), and Vector Processing Unit (VPU), memory and
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chipset interfaces. For example, the lxir075 server at GSI equipped with four

Intel Xeon E7-4860 processors can operate in total with 80 threads in parallel.

Nowadays processing speed is growing faster, then memory speed. Thus, the

memory issue is essential for the overall performance. In order to speedup cal-

culations, memory on modern servers is organized in several levels with di↵erent

access speed (see Fig. 3.2). The main memory of the server (Random-Access

Memory, RAM) has the biggest size, usually several GB or even more than hun-

dred GB, but has the lowest access speed. The cache memory is a fast memory

located directly on the CPU chip. The amount of cache is usually considerably

smaller, then the main memory: several KB of Level 1 (L1), several hundreds KB

of Level 2 (L2), and several MB of Level 3 (L3) cache. For instance, each core

of the Intel Xeon E7-4860 CPU has 32 KB of L1 cache for instructions, 32 KB

of L1 cache for data and 256 KB of L2 cache for data and instructions. In addi-

tion, each CPU contains 24 MB of L3 cache memory, which is shared among the

cores. The cache is one-two orders of magnitude faster then the main memory,

thus, the frequently used data can be kept in the cache, reducing the time for

the memory access. All caches of the CPU are usually coherent, that guaranties

that all copies of the memory cell will have exactly the same value in all memory

levels, therefore a software developer should not add to the program additional

synchronizations.

The cache structure is of the particular importance when designing software

for CPU: reducing the amount of memory used by the program in order to fit

the cache can speed up the program by one-two orders of magnitude. It is also

important to minimize the number of read operations from the main memory.

Once the data is read to the cache, it should be used by all parts of the program,

where it is needed, to avoid repeated accessing to RAM.

The structure of the main memory is also optimized with respect to the access

speed. If many cores operate with the same memory, which has limited number

of ports for reading and writing, the processor will stall while waiting for data to

arrive. One of the solution is to build a Non-Uniform Memory Access (NUMA)

system. Modern servers are usually based on the NUMA architecture, like the

lxir075 server. The main memory of such systems is distributed among CPUs.

For example, in lxir075 16 GB of RAM is attached to each CPU (see Fig. 3.3).
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Figure 3.3: The structure of cores, cashe and RAM on the lxir075 server at GSI. Each
physical core contains two logical cores, 32 KB of L1 and 256 KB of L2 cache memory.
Each CPU operates with 24 MB of L3 cache common for all 20 logical cores and 16 GB
of RAM.

Access to the memory local for the CPU is considerably faster than to the remote

memory. In NUMA systems CPUs are interconnected with each other, that

allows access to the remote main memory. For instance, in Intel Xeon CPUs

the QuickPath Interconnect (QPI) technology [47] is used for such connection.

When operating with NUMA servers it is important to keep the data, which is

used by a current CPU, in the correspondent part of memory in order to utilize

the advantage of the memory architecture.
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3.2 Intel Xeon Phi coprocessor

Figure 3.4: Block-diagram of the Intel Xeon
Phi architecture: all cores are connected
through the bus with each other and with
the DDR5 memory.

The idea of the Intel Xeon Phi co-

processor [48] is to provide a highly

parallel computing platform, which at

the same time allows to work with

standard for CPU programming lan-

guages and tools (like OpenMP, Intel

TBB, Intel Cilk). The KNC (Knights

Corner) card is based on the x86-

compatible architecture, that provides

a possibility to develop applications,

which can be run both on a CPU

and a coprocessor. Such approach can

greatly reduce the complexity of software development.

The KNC coprocessor is build using 22 nm manufacturing technology and

provides up to 61 cores with a total performance of 1.2 TFLOPS (Tera FLoating-

point Operations Per Second). It contains upto 16 GB of GDDR5 memory. Intel

Xeon Phi operates with larger than CPU SIMD vectors: 16 floats can be packed

together in a vector. The HT technology of the card is also more aggressive: four

threads can be run simultaneously on each physical core, which gives in total

up to 244 threads. VPU of each core has 128 of 512-bit vector registers divided

among the threads, thus providing 32 entries per thread. In addition, there

are eight 16-bit mask registers per thread, which are part of the vector register

file. The mask can be used to mark active elements of the SIMD-vector during

calculations. Similar to CPU the core contains 32 KB of L1 cache for data and

32 KB for instructions and 0.5 MB of L2 cache both for data and instructions.

The cores are connected through a bidirectional ring bus (see Fig. 3.4). The core

can look up the L2 cashes of other cores for the needed data in order to speed

up the data access. Communication between the cores and the main memory is

organized through eight memory controllers distributed along the bus in order to

optimize the data throughput.

The next generation of Intel Xeon Phi (KNL, see Fig. 3.5) is built using 14 nm
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Figure 3.5: The next Intel Xeon Phi product — Knights Landing (KNL). It o↵ers
increased number of cores together with increased memory bandwidth, that allows to
achieve more than 3 TFLOPS of the computing power [49].

manufacturing technology. It is produced in two options: a standalone bootable

processors is available in addition to the PCIe coprocessor version. The number

of cores and memory bandwidth is increased. Vectorization is implemented using

the AVX-512 instruction set , binaries compiled for the Intel Xeon Phi and Intel

Xeon CPUs are compatible.

3.3 GPU architecture

Modern servers are usually equipped not only with CPUs, but also with high per-

formance Graphics Processing Units (GPUs). This provides significant increase

of the total performance of a server.

The architecture of GPU di↵ers from the CPU. GPU contains more cores

with less local memory. Let us consider the GPU architecture on an example

of Nvidia GTX 480 [50], that is used for calculations in the current work. This

card contains 480 cores, which have a fully pipelined integer ALU and FPU. The

cores are grouped into streaming multiprocessors 32 cores each sharing the buses,

schedulers and memory resources. The structure of the streaming multiprocessor

of Nvidia GTX 480 is given in Fig. 3.6, left. Modern GPUs provide the L1 data

and instruction cache shared by all cores from the streaming multiprocessor. Like
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Figure 3.6: Structure of streaming multiprocessors of the Nvidia GTX 480 GPU based
on the Fermi architecture (left) [50] and the Nvidia GTX 980 GPU based on the
Maxwell architecture (right) [51].

in CPU, caching allows to minimize the number of the main memory access and,

thus, to speed up the code. On top of this, the L2 cache accessible by all streaming

multiprocessors is added, that allows better memory optimization. Nvidia GTX

480 has 1.2 GB of the main memory with a bandwidth of 133.9 GB/s.

Current development of GPUs tends to increase a total number of cores, a

number of cores per streaming multiprocessor, memory size including caches and

the memory bandwidth, that improves the overall performance. For example,

one of the most resent GPUs, Nvidia GTX 980 (see Fig. 3.6, right) based on the

Maxwell architecture [51], has 2048 cores divided into streaming multiprocessors

128 cores each. It has 4 GB main memory with 224.3 GB/s bandwidth.
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3.4 Approaches for parallel programming

According to Flynn’s taxonomy, a classification proposed by M. Flynn, four ba-

sics classes of computer architectures are considered based upon the number of

concurrent instruction and data streams:

• SISD (Single Instruction, Single Data stream). As follows from the name,

SISD operates with only one stream of instructions. The data, which is

used in the calculations in this case, is a scalar data, i.e. a one single value.

This approach is used, for instance, when only one core of a CPU is used

with scalar data types, such as int, float or double in C++.

• SIMD (Single Instruction, Multiple Data streams) means execution of the

same instruction on a set of data (a vector) simultaneously. Because in

calculations vectors of data are used, implementation of this approach is

called vectorization or data parallelism. In CPUs SIMD approach is ap-

plied, when the MMX, SSE1 or AVX2 instruction sets are used, in Intel

Xeon Phi — the IMIC3 instruction set. These sets di↵ers in possible in-

structions, their hardware implementation and in a size of registers (data

vectors). MMX and SSE instructions operate with a dedicated registers of

size 128 bit, which allow to pack 4 values in a single precision (floats), AVX

instructions — with registers of size 256 bit (8 floats), IMIC — with regis-

ters of size 512 bit (16 floats). In GPUs a group of cores (a compute unit

or a streaming multiprocessor), each running its own thread, executes the

same instruction on a set of data, therefore this approach is usually called

SIMT (Single Instruction Multiple Threads), when working with GPUs.

• MISD (Multiple Instruction, Single Data stream). This class includes ar-

chitectures, where many functional units perform di↵erent operations on

the same data. It is used, for example, in fault-tolerant computers execut-

ing the same instructions redundantly in order to detect and mask errors.

Such approach was used in the Space Shuttle program of NASA in flight

control computers.

1Streaming SIMD Extensions
2Advanced Vector Extensions
3Initial Many Core Instructions
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• MIMD (Multiple Instruction, Multiple Data streams). At any time, in

MIMD architectures di↵erent instructions may be executed by di↵erent

processors on di↵erent data. Having several independent cores, most pro-

cessors are MIMD systems. Computer with two or more processors are

another example of MIMD machines. Utilization of this approach in a

program code is called parallelization or task parallelism.

Vectorization Parallelization 

OpenCL Header files, 
Vc OpenMP 

•

•

•

va.0 va.1 va.2 va.3
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+ + + +
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Figure 3.7: Tools for code vectorization and parallelization.

For utilization of SIMD and MIMD approaches in a program code di↵erent

tools and methods are used (see Fig. 3.7). Vectorization of the code is done, for

instance, with:

• the header files overloading the operators (Header files) [52];

• the Vc (Vector classes) library [53, 54];

• the OpenCL (Open Computing Language) framework [55];

• Intel ArBB (Array Building Blocks) [56].

For parallelization of the program code between cores of CPU a number of frame-

works and libraries exists, for example:

• OpenMP (Open Multi-Processing) [57];

• Intel TBB (Threading Building Blocks) [58];

• the Pthreads (or POSIX threads) library [59];

• OpenCL;

• Intel ArBB.
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3.5 Tools for vectorization

Since most of modern CPUs contain a SIMD unit (VPU), vectorized code makes

better use of the already existing hardware capabilities and allows to reach signif-

icant acceleration of the code. However, writing a code using SIMD instructions

directly is a complicated task. For example, a simple code to calculate a first-

order polynomial function, which looks clear in a scalar mode:

float y = a*x + b;

with SIMD instructions:

__m128 y = _mm_add_ps(_mm_mul_ps(a,x),b);

looks rather di�cult.

Header files

The simplest approach for development of a vectorized code in a high-level scalar-

like mode is a construction of the header files overloading all the basic arithmetic

and logic operations using SIMD instructions, which makes the code compact

and easy readable [52, 60]. The code above for calculation of the first-order

polynomial function using the header files:

fvec y = a*x + b;

with overloaded operators

friend fvec operator+(const fvec &a, const fvec &b) {

return _mm_add_ps(a,b); }

friend fvec operator*(const fvec &a, const fvec &b) {

return _mm_mul_ps(a,b); }

recovers the scalar form.

For di↵erent CPU architectures the instruction set as well as the size of a

vector can be di↵erent. Due to the simplicity of implementation, the header

files approach is flexible with respect to di↵erent CPUs. When running on a

new architecture it allows the program code to remain without changes, only

the appropriate header file should be included. Also, a header file with a scalar

implementation exists, that allows to debug a program in a usual scalar mode.
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Vector classes (Vc) library

As an extension of the header files idea the Vc library [53, 54] for code vector-

ization was developed. The Vc library is a convenient and accurate tool to use

SSE, AVX and IMIC instructions. Like the header files, it provides access to basic

arithmetic and logical operations and functions, contains a scalar implementation

for debugging. The example code for the calculation of a polynomial function

using Vc is also simple and intuitive:

float_v y = a*x + b;

In addition to the operations, which use the entire vector (so called vertical

operations) Vc implements operations inside the vector (horizontal operations),

which allow, for example, summation or sort of the vector elements.

To implement the interfaces for conditional operations, all functions can op-

tionally take a mask as an argument. For example, to replace all the negative

elements of the vector “y” from the previous example with zeros, the code must

be changed accordingly:

float_m mask = y<0.f;

y(mask) = 0.f;

The library allows to work with a misaligned memory to store the data into

a vector or read from it, implementing functions “gather” and “scatter”. This

makes possible, for example, to fill a vector, using the elements of di↵erent parts

of an array using the indices of the required elements.

When compiling a code the Vc library automatically detects the platform on

which it is running and selects the appropriate instructions, which makes the

code written with Vc easily portable between platforms. The library allows to

achieve maximum possible speedup of the code using SIMD instructions. For ex-

ample, speedup factors for basic mathematical operations: addition, subtraction,

multiplication and division are shown in Fig. 3.8.

However, it is worth to notice that the Vc library is a complex tool, which is

based on other software packages, such as binutils and a compiler. Therefore for

its correct operation installation of corresponding versions of these programs is

required. In case of testing a simple code, which does not use the benefits of Vc,
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Figure 12. Speedup of the SSE loads and stores relative to the scalar loads and stores on AMD Magny-Cours.

00

11

22

33

44

55

66

77

88

S
pe

ed
up

S
pe

ed
up

1
/2�L11
/2�L1 1

/2�L21
/2�L2 1

/2�L31
/2�L3

4�L34�L3

shortshort

1
/2�L11
/2�L1 1

/2�L21
/2�L2 1

/2�L31
/2�L3

4�L34�L3

floatfloat

1
/2�L11
/2�L1 1

/2�L21
/2�L2 1

/2�L31
/2�L3

4�L34�L3

doubledouble

loadload
storestore
load & storeload & store

Figure 13. Speedup of the SSE loads and stores relative to the scalar loads and stores on Intel Nehalem.
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Figure 3.8: Speedup of the arithmetic operations with Vc SSE types vs. scalar types
for unsigned short (ushort v), unsigned integer (uint v), float (float v) and
double (double v) types on Intel Nehalem and AMD Magny-Core architectures [53].

the header file is a more flexible approach, that requires less e↵orts to move from

one platform to another.

3.6 Tools for parallelisation

Here those tools for parallelization of the tasks between cores of CPU are consid-

ered, that where used for the current thesis.

Open Multi-Processing (OpenMP)

OpenMP [57] is an API (Application Programming Interface), which consists

of a set of compiler directives, library routines and environment variables that

are used to develope multithreaded applications on multiprocessor systems with

a shared memory. It defines a simple interface that allows to parallelize tasks

between cores of a CPU.

The programming model of OpenMP is the fork-join parallelism (see Fig. 3.9):

the master thread is created, when a program starts and when the calculation

should be parallelized additional threads are created and the task is distributed

between them. Nested parallelism is possible within the OpenMP programming

model. The parts of the code, which should be executed in parallel, are marked
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Figure 3.9: Illustration of the OpenMP programming model — the fork-join parallelism.

with the directives of the compiler preprocessor:

#pragma omp parallel

Threads in the OpenMP programming model are communicated by sharing vari-

ables. Each variable can be private or shared. The shared variables can be

accessed by any thread. If the variable is declared as private a local copy of it is

created by each thread.

Most of the constructs in OpenMP are compiler directives:

#pragma omp <construct> [clause [clause]...]

The implementation of programs using OpenMP constructs allow to keep the

code unchangeable with respect to the single core version. OpenMP clauses

allow to specify attributes of a construct. In order to enable the OpenMP di-

rectives an appropriate flag should be added during the compilation. OpenMP

includes such constructs, for example, as omp for, omp reduction(op:list),

omp num_threads(), omp scheduler [clause], etc. These directives allow to

control the parallel regions, to collect the data from di↵erent threads, to synchro-

nize threads, to set a scheduler, etc.

In order to control the race conditions the framework contains a set of tools

for thread synchronization including high level directives, like omp critical,

omp atomic, omp barrier, and a set of simple lock functionality for a low level

control.
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OpenMP contains a set of runtime library routines, which allow, for instance,

setting and checking the number of threads, checking the maximum number of

threads, getting the number of a current thread, checking the number of cores

in a computer, controlling the nested parallelism, operating with the simple lock

functionality etc.

Intel Threading Building Blocks (ITBB)

Intel Threading Building Blocks [58] is a C++ template library, which o↵ers a

rich functionality allowing parallel execution of a big number of di↵erent types

of problems. In order to abstract access to the multiple processors the groups

of operations is treated as tasks. An ITBB program creates, synchronizes and

destroys graphs of dependent tasks. Tasks are then executed respecting graph

dependencies. As OpenMP, ITBB supports nested parallelism, so larger parallel

components can be build from smaller parallel components.

The library interfaces mostly employ generic programming, in which interfaces

are defined by requirements on types and not specific types. This allows to

customize components to a specific needs of the application.

Like OpenMP, ITBB can be used for loops parallelization with parallel_for.

In addition to the standard schedulers, ITBB allows to create a custom scheduler

to control the task size and their distribution among threads. The library also

includes such functions as parallel_reduce, parallel_scan, parallel_while,

parallel_sort, etc. Thread synchronization is done by atomic operations and

mutual exclusion.

Pthreads library

In NUMA systems memory is distributed among CPUs and the access speed to

the local memory is considerably faster, than to the remote memory. If during

the run-time a thread migrates from one CPU to another, the already allocated

memory becomes remote for it and a program performance degrades. In order

to avoid such situation each thread should be bound to a certain core or a group

of cores of the CPU by setting a core a�nity. For this purpose the Pthreads

library [59] is used in current work.
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Pthreads (or POSIX threads) are defined as a set of C language programming

types and procedure calls, implemented with a pthread.h header file and a thread

library. In the modern systems this library is usually a part of another libraries,

such as libc. With the Pthreads library threads can be created and manipulated

manually. Being a low level library, Pthreads allows to highly optimize the code.

3.7 Universal tools for vectorization and paral-

lelization

With already described tools code developers are still dependent on the low-level

mechanisms of the parallelism and hardware architectures. Several attempts

were made to develop a common language, which supports both ways of the code

parallelization and combines their advantages and automatically optimizes the

code for the running platform. Here we consider two of them: Intel ArBB and

OpenCL frameworks.

Intel Array Building Blocks (ArBB)

The Intel ArBB software [56] is an experimental language developed by Intel. It

consists of a standard C++ library and powerful runtime-dynamic compiler. The

whole available SIMD functionality is provided by this software. ArBB provides

the following benefits:

• programs written with ArBB are scalable across cores and vector units

(SIMD) allowing them to productively harness available CPU resources;

• integrates into C++ applications as a standard library with no compiler-

specific extensions for compatibility with standard compilers and IDEs; it

o↵ers powerful language constructs to quickly express complex large data

structures for vector parallel workloads;

• balancing performance and safety, ArBB utilizes a managed environment

to prevent parallel programming bugs such as data races and deadlocks.

The code example with ArBB is as easily understandable, as with the previous

tools:
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dense<f32> y = a*x + b;

dense<boolean> mask = y<0;

y = select( mask, y, 0 );

In addition to vectorization, ArBB can automatically parallelize computations

between cores of CPU. No additional modifications of the code is needed for

that.

During development of Intel ArBB we participated in investigation of its ap-

plicability to the high energy physics experiments in collaboration with Intel [61].

Open Computing Language (OpenCL)

OpenCL [55] is an open standard for general purpose parallel programming across

CPUs, GPUs and other processors. It allows to write the universal code, which

can be run both on the CPU and GPU giving software developers portable and

e�cient access to the power of the heterogeneous processing platforms. OpenCL

supports a wide range of applications through a low-level, high-performance,

portable abstraction. OpenCL consists of an API for coordinating parallel com-

putation across heterogeneous processors and a cross-platform programming lan-

guage with a well-specified computation environment. The OpenCL standard:

• supports both data- and task-based parallel programming models;

• utilizes a subset of ISO C99 with extensions for parallelism;

• defines consistent numerical requirements based on IEEE 754;

• defines a configuration profile for handheld and embedded devices E�-

ciently interoperates with OpenGL, OpenGL ES and other graphics APIs.

The platform model for OpenCL (see Fig. 3.10) consists of a host connected

to one or more OpenCL devices. An OpenCL device is divided into one or more

compute units which are further divided into one or more processing elements.

The OpenCL application submits commands from the host to execute computa-

tions on the processing elements within a device. An OpenCL application runs

on a host according to the models native to the host platform. The processing

elements within a compute unit execute a single stream of instructions as SIMD

units or each processing element maintains its own program counter.
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Figure 3.10: Platform model for OpenCL: one host plus one or more compute devices
each with one or more compute units each with one or more processing elements [55].

Execution of an OpenCL program occurs in two parts: kernels, that are exe-

cuted on one or more OpenCL devices, and a host program, that is executed on

the host. The host program defines the context for the kernels and manages their

execution. Also it defines a queue of the tasks and runs corresponding kernels

according to the queue. The data is divided into work-groups. Each work-group

receives a part of the data array and executes it concurrently on the processing

elements of a single compute unit.

All the tools described in the current Chapter are used in the thesis for paral-

lelization and speedup of particle reconstruction algorithms described in Chap-

ters 4–6 and for their scalability investigation.



Chapter 4

Reconstruction of charged

particles trajectories

Modern experiments in high energy physics operate at high track densities. More-

over, extremely rare signals with multiplicity down to 10�7 per collision are of

particular interest. To find such rare signals terabytes of data should be pro-

cessed. Therefore reconstruction of collisions in high energy physics requires

both high accuracy and high speed. One of the main tasks in the event recon-

struction is reconstruction of particle trajectories (tracks). The accuracy of track

parameters defines a quality of reconstructed rare signals and a probability to

detect these signals.

The Kalman filter (KF) method [23, 24, 52, 62] is a recursive method for

analysis of linear discrete dynamic systems described by a vector of parameters,

which is called state vector. It allows to find an optimal estimation of the particle

tracks parameters and to achieve the highest possible accuracy.

In many cases the Kalman filter is a core of event reconstruction in high energy

physics due to its properties [62]:

• optimal estimation of the parameters;

• locality with respect to measurements: measurements are added one by one

independently;

• nonlinearities of the particle trajectory in the general case of the nonho-

mogeneous magnetic field can be taken into account in a convenient way:

the particle is transported between measurements taking into account all
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nonlinear e↵ects and its trajectory is linearized only in the neighborhood

of each measurement;

• material of a detector crossed by the particle is added in the neighborhood

of each measurement, which simplifies the procedure and allows to take into

account all e↵ects of the material with a minimal set of assumptions;

• operation with matrices of a small size (up to 5 ⇥ 5);

• number of calculation operations is proportional to the number of measure-

ments.

4.1 The Kalman filter method

Linear discrete dynamical systems are completely described by the vector of pa-

rameters rt, which is called the state vector. The Kalman filter method is devel-

oped as a linear recursive method for parameters estimation of the desired state

vector rt according to known measurements. The estimation r can be found with

some error ⇠ = r � rt. To estimate this error the covariance matrix (or matrix

of errors) C ⌘< ⇠ · ⇠T > is introduced and calculated by the Kalman filter.

The Kalman filter starts with an arbitrary initial approximation of the param-

eters r = r
0

and refines the state vector consecutively adding one measurement

after the other. The optimum value is attained after the addition of the last

measurement.

In general, the measurement is a vector mt

k

, k = 1 . . . n, which depends on

the state vector rt. Here n is a number of measurements, k is an index of the

measurement. The dimension of the mesurement should not coincide with the

dimension of the state vector necessarily. The measurement is assumed to be

known with an error ⌘
k

:

m
k

= mt

k

+ ⌘
k

. (4.1)

The Kalman filter method requires that the covariance matrix of each measure-

ment V
k

⌘< ⌘
k

· ⌘T

k

> should be known.

The Kalman filter method assumes that mt

k

depends linearly on rt:
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mt

k

= H
k

rt. (4.2)

The matrix H
k

is called the model of measurement.

The state vector rt of the dynamic discrete system can change from one mea-

surement to another. For instance, in the high energy physics experiments the

measurements are done by the di↵erent subdetectors and are separated in space.

Let us denote the state vector rt in conditions of the k-th measurement rt

k

⌘ rt(k).

The evolution of the linear system between the current measurement m
k

and

the next m
k+1

is described by the linear equation:

rt

k+1

= F
k

rt

k

+ ⌫
k+1

, (4.3)

where F
k

is a known matrix of the system evolution, ⌫
k+1

is a random process

noise. The noise can be caused, for example, by the multiple scattering of a

charged particle passing the detector material. The covariance matrix of the

process noise Q
k

⌘ < ⌫
k

· ⌫T

k

> should be known in order to estimate the

noise correctly during the parameters estimation.

It is assumed that the errors of the measurements are unbiased and do not

correlate with each other. Also the process noise is assumed to be unbiased and

uncorrelated with the measurement errors:

< ⌘
k

· ⌘
j

> = 0, k = 1 . . . n, j = 1 . . . n

< ⌫
k

· ⌫
j

> = 0, k = 1 . . . n, j = 1 . . . n

< ⌘
k

· ⌫
j

> = 0, k = 1 . . . n, j = 1 . . . n

< ⌘
k

> = ⌫
l

= 0.

(4.4)

The conventional Kalman filter method includes several steps and can be for-

mulated as follows (the method is illustrated in Fig. 4.1):

1. Initialization step. The initial approximation of the parameters r
0

together

with its covariance matrix C
0

should be set before filtering. The initial

approximation r
0

can be chosen arbitrary. For example, a least squares

approximation with certain simplifications can be used. If the initial es-
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Figure 4.1: Block diagram representation of the Kalman filter method [52].

timation is not known the r
0

could be set to zero. The initial covariance

matrix C
0

is chosen as a diagonal matrix with infinite diagonal values. Such

choice of the covariance matrix allows to minimize the influence of the initial

approximation on the final optimum estimation.

2. Prediction step. Before addition of each next measurement m
k

the estima-

tion of the state vector obtained at the previous filtration step r+

k�1

together

with its covariance matrix C+

k�1

should be known within the conditions of

this measurement. For this the estimation should be extrapolated to the

point of measurement m
k

. Also the process noise ⌫
k

is taken into account

at this step. The estimation of the state vector r�
k

and its covariance matrix
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C�
k

after extrapolation are:

r�
k

= F
k�1

r+

k�1

, (4.5a)

C�
k

= F
k�1

C+

k�1

F T

k�1

+Q
k

, (4.5b)

In the first iteration it is assumed that r+

0

= r
0

and C+

0

= C
0

.

3. Filtration step. At this step the estimation r�
k

is updated with the new

measurement m
k

that gives the optimum estimation of the state vector rt

k

according to first k measurements.

In the begining the residual ⇣
k

between the measurement m
k

and the state

vector estimation after the prediction step r�
k

is calculated together with

the inverse covariance matrix of the residual S
k

:

⇣
k

= m
k

� H
k

r�
k

, (4.6a)

S
k

= (V
k

+H
k

C�
k

HT

k

)�1. (4.6b)

The matrix S
k

is also called a weighting matrix.

Based on the calculated weighting matrix a gain matrix K
k

is calculated,

that is proporitonal to the current estimation of the state vector covariance

matrix C�
k

and the matrix S
k

:

K
k

= C�
k

HT

k

S
k

. (4.6c)

The gain matrix K
k

is an optimal coe�cient matrix, which determines the

contribution of the residual ⇣
k

into a new estimation r+

k

of the state vector:

r+

k

= r�
k

+K
k

⇣
k

. (4.6d)



48 Chapter 4. Reconstruction of charged particles trajectories

Note, that in case of the zero residual ⇣
k

or the zero gain matrix K
k

the

estimation of the state vector remains the same. Thus, measurements with

the larger weight will correct the estimation of the state vector stronger.

The correction will be negligible if the estimation of the state vector is

known with a high accuracy and has a small covariance matrix.

The covariance matrix estimation C+

k

of the refined state vector r+

k

is cal-

culated by the formula:

C+

k

= (I � K
k

H
k

) · C�
k

. (4.6e)

The reliability of the fit by the Kalman filter method is characterized by

the �2-deviation. The �2-deviation is calculated iteratively based on the

residual ⇣
k

and the weighting matrix S
k

. Note, that the residual ⇣ and the

�2-deviation are important statistics. Their distributions are well known

and therefore can be used for the characterization of a fit quality. The total

�2-deviation of the estimation r+

k

from first k measurements is:

�2

k

= �2

k�1

+ ⇣T

k

S
k

⇣
k

. (4.6f)

The last two steps are repeated iteratively for each measurement < m
k

>. The

desired optimum estimation r+

n

of the state vector together with its covariance

matrix C+

n

are obtained after filtration of the last measurement.

If the estimated measurement < mt

k

> does not depend linearly on the state

vector rt the dependency mt

k

(rt) = h
k

(rt) should be linearized by the Taylor

expansion:

mt

k

(rt

k

) = h
k

(rt

k

) ⇡
⇡ h

k

(rlinm
k

) +H
k

(rt

k

� rlinm
k

),

H
kij =

@h
ki(x)
@x

j

�����
x=r

linm
k

,

(4.7)

here H
kij is a matrix element (i, j) of the matrix H

k

, h
ki is an element i of the
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vector h
k

, x
j

is an element j of the vector x. The vector rlinm
k

is a point of

the expansion, it is chosen close to the possible real value of the vector rt

k

. For

example, rlinm
k

can be set as r�
k

.

The extrapolation formula < rt

k+1

>= f
k

(rt

k

) should be linearized in a similar

way if it is nonlinear:

< rt

k+1

> = f
k

(rt

k

) ⇡
⇡ f

k

(rlinp

k

) + F
k

(rt

k

� rlinp

k

),

F
kij =

@f
ki(x)
@x

j

�����
x=r

linp
k

.

(4.8)

Here the point of expansion rlinp

k

can be chosen, for instance, as r+

k

.

In case of the track fitting by the Kalman filter mehod the state vector r
k

is a

vector of the track parameters, the extrapolation matrix F
k

describes the motion

of the charged particle in the nonhomogeneous magnetic field from one detector

to another, the covariance matrix of the process noise describes the multiple

scattering of the charge particle on the detector material.

4.2 Kalman filter for track parameters estima-

tion

One of the most important applications of the Kalman filter method in high

energy physics is parameters reconstruction of charged particles tracks. Cross-

ing the material of detectors, charged particles interact with it. The points of

interaction registered by the detector are measurements of the charged particle

trajectory. According to these measurements the state vector of the track param-

eters is estimated using the Kalman filter method, that defines the trajectory of

the particle.

Since the CBM experiment is a a fixed target experiment, trajectories of the

charged particles are close to the straight line1. A straight line is described in a

1Properties of the Kalman filter track fit applied to the CBM experiment in absence of
the magnetic field, when tracks are straight lines, are investigated in Appendix A. Current
investigation is a further update of the work [63] for a case of the CBM track state vector.
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natural way by the point on the line and the slope at this point. In the presence

of magnetic field the slope is not a constant value and varies from point to point

according to the equation of motion:

dt
x

/dz = c t
r

(q/p) ( t
y

(B
z

+ t
x

B
x

) � (1 + t2
x

)B
y

), (4.9a)

dt
y

/dz = c t
r

(q/p) (�t
x

(B
z

+ t
y

B
y

) + (1 + t2
y

)B
x

), (4.9b)

t
r

=
q

t2
x

+ t2
y

+ 1, (4.9c)

where x and y are coordinates of the track at a given point with a fixed z coordi-

nate (Z-axis is directed along the axis of the spectrometer in the beam direction,

x and y are coordinates in the plane perpendicular to the axis of the spectrom-

eter); t
x

= dx/dz and t
y

= dy/dz are slopes of the track in XZ and Y Z planes

respectively; q/p is an inverse momentum signed with the charge of the particle;

B
x

, B
y

and B
z

are the components of the magnetic field at a given point; c is

the speed of light. Thus, a complete and su�cient set of track parameters, that

describes the state of the particle is:

r = { x, y, t
x

, t
y

, q/p } . (4.10)

To apply the Kalman filter method for estimation of the track parameters

an initial approximation r
0

, the matrix of the measurement model H and the

extrapolation matrix F should be set.

For the initial approximation of the track parameters the least squares method

is applied in assumption of the one-component magnetic field and multiple scat-

tering in the material of the detector stations is neglected. This approach allows

to estimate the parameters with su�cient accuracy for fast convergence of the

algorithm [52].

In the CBM experiment tracks are measured by the MVD and STS detectors

(see Chapter 2). MVD is a pixel detector, each pixel measures two independent

coordinates x and y, so the measurement in MVD can be represented as a set

of two independent one-dimensional measurements. The STS detector consists

of doublesided microstrip modules, strips on each side measure position of the

track independently, therefore STS provides two independent one-dimensional
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measurements. This allows the data from both detectors to be represented in the

same way. It is worth to notice, that in case of a one-dimensional measurement the

covariance matrix degenerates into a scalar, that allows to speedup calculations

and improve numerical stability.

Measurements depend linearly on the position of the particle in the plane of

the detector, so the model of measurement has a form:

H
k

= { cos(↵
k

), sin(↵
k

), 0, 0, 0 } , (4.11)

where in STS ↵
k

is an angle between a strip and the Y -axis, in MVD ↵
k

= 0 for

x-coordinate and 90o for y-coordinate.

The extrapolation matrix F
k

describes the motion of a particle in the nonho-

mogeneous magnetic field B. The trajectory of a particle is determined by the

di↵erential equations (4.9a–4.9c), which can be expressed in terms of the track

parameters.

The obtained equations can not be solved exactly, since B depends on the

coordinates in a complicated way. Therefore it is necessary to use numerical

methods for the solution of nonlinear di↵erential equations. For the CBM ex-

periment two methods are implemented for finding the parameters of the track

in a point of (k + 1)-th measurement: the standard fourth order Runge-Kutta

method [64] and analytic formula based on a Taylor series expansion [65]. The

fourth order Runge-Kutta method has an accuracy of the order of O(qcB�z/p)5.

Since the distance between stations is small enough (qcB�z/p ⇡ 0.01), the track

parameters at the station of the next measurement can be found in one step of

the Runge-Kutta method. The speed and accuracy of the analytic formula are

determined by the number of terms in the Taylor series expansion. By choosing

this number a compromise between accuracy and calculation time is achieved.

Thus, both methods allow to describe the evolution of the system: < rt

k+1

>=

f
k

(rt

k

). This dependence is linearized by the formula (4.8) and the required ex-

trapolation matrix F
k

is obtained. The vector rlin

k

= { x+

k

, y+

k

, t+
x k

, t+
y k

, q/p
0

}
is used as a linearization point. Here x+

k

, y+

k

, t+
x k

, t+
y k

are the track parameters

after a previous filtration step and q/p
0

is a value of the q/p parameter obtained

at the stage of the state vector initialization.
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For more e�cient utilization of the CPU cache memory and acceleration of the

algorithm approximation of the full magnetic field map is required. The magnetic

field of the CBM experiment is smooth and, as a result, can be locally described

by a polynomial function [52]. It has been shown that it is su�cient to use the

polinoms of the fifth order to approximate the field in the plane of the stations.

Since the reconstruction of the track needs only the value of the magnetic field

along the trajectory of the particle the field between stations is described by a

parabola with coe�cients calculated using the three closest measurements of the

track. It has been shown that such a simplified representation of the field does not

a↵ect the quality of the tracks reconstruction, but allows to achieve acceleration

of the algorithm of 50 times [52].

The covariance matrix of the process noise Q
k

describes multiple scattering of

particles in the detector material. The tracking detectors of the CBM experiment

will operate with thin modules (about 300 µm). In this case, scattering in the

detector material occurs at small angles. At the same time, the amount of the

material is big enough for the particle to have about 20 acts of scattering, which

allows to describe the distribution of the total deviation angle of the particle by

the Gaussian function according to the central limit theorem. A width of the

deviation angle distribution can be described by the formula [66]:

�(✓) =
13.6MeV

�p
q
p

S/X
0

[1 + 0.038 ln(S/X
0

)] , (4.12)

where p is a momentum of the particle, q is a charge of the particle in terms of the

elementary charge, S is a thickness of the detector material, which is crossed by

the particle, X
0

is a radiation length of the material. Based on these assumptions

the matrix Q
k

can be obtained similarly to [67]:

Q
k

= �2

k
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Energy losses of the particle in the detector material are not taken into account

as they are small comparing to other e↵ects.

Usually Kalman filter implementation is based on calculations in double pre-

cision. Moving to single precision calculations allows to use more e↵ectively the

SIMD units of CPU and its cache memory, therefore in the package for track

reconstruction in the tracking and vertexing detectors of the CBM experiment

implementation in single precision is considered as a basic one. In this case, nu-

merical rounding errors are increased by 8 orders of magnitude and part of the

tracks can be fitted incorrectly.

To improve the stability of the fitting procedure following modification of the

algorithm were implemented [52]: the accurate initial estimation of track param-

eters described above, stabilization of the calculation of the covariance matrix

at the filtration step, a special procedure to account the first measurement. At

the filtration step the numerical divergence can appear in case when the error of

the extrapolated parameters exceeds a few times the error of the measurement.

It was found that the direct comparison of the errors before the filtration step

and neglecting the errors which are more then four times larger then the mean

measurement error keeps the algorithm stable. A similar problem occurs when

the first measurement is added, where the parameter errors are infinite and are

set as large positive numbers. For this particular case, the filtration formulas can

be simplified analytically and calculations with large numbers can be avoided.

Note, that the implemented changes also positively influence the calculations in

double precision.

Tracks in the CBM experiment are found by the Cellular Automaton (CA)

method [68]. In presence of noise measurements in the detector, the track finder

can pick them to a track, especially in case of low-momentum secondary tracks.

Since the Kalman filter method assumes, that all measurements belong to the

track, it treats all of them exactly in the same way. Thus, track parameters in

case of the presence of noise hits will be distorted. In order to reduce an impact of

noise hits on the track parameters the Deterministic Annealing Filter (DAF) can

be used, which is based on the Kalman filter smoother. DAF introduces weights

for measurements, that are changed independently. Gradually decreasing weights

for noise hits, the method fits the track based on the correct measurements.
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4.3 The matrix inversion problem

The algorithms based on the Kalman filter need the covariance matrix inversion.

Since this procedure is common for several algorithms, let us describe it first.

All the reconstruction algorithms of the CBM experiment are intended to be

implemented in single precision for e�cient calculations with the SIMD units of

CPU or for calculations with GPU. That’s why numerical stability of the algo-

rithms, including the method for the matrix inversion, is crucial. Since covariance

matrix is symmetric, it is possible to apply the Cholesky decomposition [64]. This

method has been chosen because of its numerical stability: the error of the de-

composition is stable and does not depend on the pivoting.

If the matrix A = {a
ij

} is symmetric and positively defined, it could be de-

composed with the Cholecky method:

A = UTU. (4.14)

U is a lower or upper triangular matrix. In the present work the upper case has

been chosen. During the fit the diagonal elements of the covariance matrix can

become negative. In order to apply the algorithm for a not positively defined

matrix A, it is necessary to introduce an additional diagonal matrix D = {d
ii

}
into the decomposition:

A = UTDU. (4.15)

We have defined the diagonal elements of the matrix D to be equal ±1. With

such definition the division by the element d
ii

in further calculations is replaced

by multiplication, that speeds up the algorithm and increases stability of the

method. The formulas for the matrices U and D are derived directly from their

definition:
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The next step is to invert the obtained matrices. As follows from (4.15) and

from the definition of the matrix D:

A�1 = U�1D(U�1)T , (4.17)

where the 5 ⇥ 5 matrix U�1 = {û
ij

} is calculated by formulas:
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ii+1

u
ii

û
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û
i+2i+3

� u
ii+3

û
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û
i+2i+3

� û
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û
12

).

The proposed method is implemented for inversion of matrices in all routines

based on the Kalman filter described further. It provides numerically stable

results and, due to the small number of operations, high speed of computation.

4.4 Kalman filter based smoother

Sometimes it is necessary to obtain an estimation of the track parameters at the

position of each hit. For example, this problem occurs when the alignment of the

detector system is needed, when deciding whether measurements in the track are

noisy or not, when applying sophisticated algorithms for finding the parameters

of the track, for example, the Deterministic Annealing Filter (see section 4.5). To

find an optimal estimation r
i

of the desired vector rt

i

in each measurement point

m
i

according to all measurements or all other measurements, except the current,

a KF smoother is used.

The standard approaches of the Kalman filter based smoother extrapolate the

optimal estimate of the state vector of the system obtained in the last measure-

ment point to the desired measurement point m
i

. This procedure can lead the



56 Chapter 4. Reconstruction of charged particles trajectories

covariance matrix to become negatively defined through the numerical instabil-

ity and numerical rounding errors [62]. Therefore an alternative approach of the

smoother is implemented that is based on two Kalman filters that run in the

forward and backward directions. This method obtains two sets of optimal esti-

mations of the track parameters rt

i

at a given position according to the first i and

last (n� i) measurements and merges them. If the estimation of the trak param-

eters is needed, that is based on all measurements except of the measurement at

a given measurement, then estimation of the forward Kalman filter is based on

the first (i�1) measurements . Estimations obtained with forward and backward

Kalman filters are merged also by the Kalman filter equations. Since both sets

of parameters are taken already at the same point only the filtration step of the

Kalman filter method is applied. One estimate is considered as a measurement

and added to another one according to the formulas (4.6a–4.6e). In this case the

matrix of the measurement model H is equal to the unit matrix. Formulas for

the filtration step of the Kalman filter thus are simplified:

K = V
1

(V
1

+ V
2

)�1,

r = m
1

+K(m
2

� m
1

),

C = V
1

� KV
1

,

�2 = (m
2

� m
1

)T (V
1

+ V
2

)�1(m
2

� m
1

),

(4.18)

where m
1

and V
1

are the estimation of the parameters and its covariance matrix

of the forward filter, m
2

and V
2

are the estimation of the parameters and its

covariance matrix of the backward filter.

In order to characterize the quality of the smoother residuals and pulls have

been calculated. Residuals of the track parameters, for instance, of the x-

coordinate of the track, are defined as:

⇢
x

= x
reco

� x
mc

, (4.19)

where x
reco

is a reconstructed value of the x-coordinate, x
mc

is a true Monte-

Carlo value of the coordinate. For characterization of the reliability of the filter

and obtained estimation of the parameters a normalized to the covariance matrix

residual (pull) is introduced. The are defined by the formula:
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7 
 

 

Figure 1. Residual and pull distributions for the state vector parameters at the first STS station 

6 Obtaining smoothed parameters at the single hit position 

6.1. Algorithm 
In order to obtain smoothed parameters in all hits of the track, except the first and the last one, 

the following algorithm has been implemented. On the first and the last stations the smoother 
returned results of the Kalman filter fit. 

The track parameters are predicted on the first and the last hit stations. The track is filtered 
downstream from the last station to the hit, we are interested in, and upstream from the first station to 
the same hit. To possibilities are implemented: the hit, where the smoothed parameters are obtained, 
could be whether included (filtered) or not. In case it should be included, hit is filtered with the 
downstream filter. After both filters, upstream and downstream, reach the hit, the state vectors 
estimations by them are merged. 

 

6.1. Results 
To be written 

Figure 4.2: Distribution of the residuals and pulls for the track parameters obtained
by the smoother at the first station of the STS detector of the CBM experiment.

Residuals
Detector MVD STS
Station 1 2 1 2 3 4 5 6 7 8
x, µm 4.89 4.75 13.5 12.3 13.1 14.2 14.5 15.2 14.1 15.0
y, µm 4.97 4.79 41.0 42.8 43.7 42.7 51.6 55.8 59.2 68.1

t
x

, 10�3 0.38 0.14 0.19 0.26 0.25 0.20 0.20 0.19 0.21 0.55
t
y

, 10�3 0.38 0.13 0.24 0.34 0.36 0.33 0.33 0.30 0.34 0.68
Resolution

(p
mc

� p
r

)

p
mc

, % 0.88 0.88 0.88 0.88 0.88 0.88 0.89 0.88 0.87 0.87

Pulls
x 1.01 1.00 1.06 1.09 1.09 1.08 1.07 1.05 1.06 1.02
y 1.02 1.00 1.09 1.09 1.09 1.10 1.11 1.11 1.06 1.06
t
x

1.08 1.04 1.06 1.14 1.16 1.25 1.23 1.29 1.42 1.13
t
y

1.09 1.02 1.05 1.14 1.16 1.17 1.18 1.21 1.34 1.18
q/p 1.26 1.26 1.26 1.26 1.25 1.25 1.25 1.24 1.22 1.21

Table 4.1: The standard deviations of the residuals and pulls distributions for the track
parameters obtained at the point of each measurement of the track by the Kalman filter
based smoother for the tracking system of the CBM experiment.
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P
x

= ⇢
x

/�
x

, (4.20)

where �
x

is an estimation of the error of the parameter x obtained from the

covariance matrix, i.e. a square root of the corresponding diagonal element of

the covariance matrix. In the ideal case pull should be unbiased and distributed

according to the Gaussian distribution with the standard deviation � = 1.

For the evaluation of the KF smoother a geometry with two MVD and eight

STS stations is used. Residuals and pulls of the state vector are calculated at

the position of each measurement. All distributions are unbiased (see Fig. 4.2),

the standard deviation of all distributions are given in Table 4.1. The smoother

shows high quality of reconstruction: residuals at all points are in a good agree-

ment with the errors of hits, the momentum resolution is about 1%, that fulfill

the CBM requirements, all pulls have the standard deviation close to one. The

pull distribution of the q/p parameter shows the maximum deviation from � = 1,

since momentum is the most sensitive parameter to approximations done in the

material treatment and in the extrapolation within the nonhomogeneous mag-

netic field.

4.5 Deterministic Annealing Filter

The Deterministic Annealing Filter (DAF) was developed for the optimal track

trajectory and parameters finding [69]. In case of the CBM experiment, when

trajectories of charged particles are already found by the CA method and their

parameters are estimated by the Kalman filter, the Deterministic Annealing Filter

will be used to reduce the impact of noise measurements, matched to a track, on

the final estimation of the track parameters.

The idea of DAF is to introduce a “temperature” depending weight to each

hit and to perform several filtration iterations gradually “cooling” the system,

i.e. decreasing the value of the temperature. At first, the Kalman filter based

smoother with the same weights for all measurements predicts the track position

at every layer of the detector. Based on these predictions the probability that a
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hit belongs to the track and the weight of a hit are calculated. Decreasing the

temperature the influence of noise hits is suppressed with each next iteration.

On each next iteration weights are recalculated using smoothed track parameters

from the previous iteration.

The Kalman filter mathematics has been modified in order to include weights

of hits. During the iteration in DAF the same hit weights are used both for

the forward and backward filters in the smoother. Weights are calculated by the

formula:

p =
1

1 + exp ((�2 � �2

cut)/(2T ))
, (4.21)

where p is a weight of the hit on the station; T is the temperature of the current

iteration, the values of T = 9, 4, 1 and 0.1 are used in the algorithm; �2 is a

squared distance between the hit and a smoothed track position normalized on the

hit and track parameters errors; �2

cut is a threshold, which determines the region,

where the hit is accepted (the value of �cut = 4 has been used, that provides for

the normal distribution the probability of 99,995% to attach a correct hit).

Station unshifted 1 �hit 2 �hit 3 �hit

MVD 1 0.4 0.4 0.4 0.4
2 0.7 0.7 0.7 0.7

STS 1 0.4 0.4 0.4 0.4
2 0.4 0.4 0.4 0.4
3 0.4 0.6 0.5 0.5
4 0.5 61.2 95.6 100
5 0.5 1.3 0.8 0.6
6 0.5 0.6 0.5 0.5
7 0.5 0.5 0.5 0.5
8 0.1 0.1 0.1 0.1

Table 4.2: Percentage of rejected hits depending on the distance from the shifted hit
to its Monte-Carlo position on the 4th STS station.

The evaluation of the algorithm have been performed on the server with two

Xeon X5550 processors at 2.7 GHz and 8 MB L3 cache, one core has been used.

A setup of two stations of the MVD and eight stations of the STS detectors has

been used. For tests 20000 high-momentum primary tracks, reconstructed with

the CA track finder, have been used. The tracks could have on average up to
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0.5% incorrectly attached hits.

To test the algorithm noise measurements are simulated displacing hits on the

4th STS station by a certain amount of the hit errors (�
x

= 17 µm, �
y

= 91 µm)

with respect to its Monte-Carlo position. The percentage of rejected hits has

been calculated on all stations of the detectors. The obtained results are given

in Table 4.2. As follows from the weight definition 4.21, the probability to reject

a hit depends on its displacement from the track trajectory normalized on the

error, that is described by pulls of the track. The pulls obtained by the smoother

are distributed according to the unit normal distribution (see Fig. 4.2), therefore

rejection probability should be also described by the normal distribution, that is

proved by the obtained results. The execution time of DAF is 14 µs per track.

4.6 KF track fit on many-core systems

Modern processing units have many-core architectures. Current development

tends to increase further the number of cores per processing unit. It is of the

particular importance that with this growth the performance of the programs

should grow up proportionally. Therefore the scalability with respect to the

number of cores is one of the most important parameters of the reconstruction

algorithms.

In order to utilize the potential of modern computer architectures, reconstruc-

tion of charged particles parameters with the Kalman filter is implemented using

all tools described in Chapter 3. Fig. 4.3 shows scalability of the KF track fit for

di↵erent CPUs using Vc for vectorization together with OpenMP for paralleliza-

tion or OpenCL for both vectorization and parallelization. In case of OpenMP

the order of cores usage is set manually: at first, first physical core is filled, then

the next cores from the same CPU are filled, then the next CPU is filled in the

same order. With an Intel HT technology a stair-like structure appears, since

running the second thread on the same physical core give about 30% of speedup

(see section 3.1). In case of OpenCL it is impossible to control the thread to core

a�nity and the system order is used, therefore scalability picture looks di↵erent

(green line in Fig. 4.3): first 32 points correspond to a one thread running on first

32 physical cores; next 32 points — gradually, on each of these cores a second



4.6 KF track fit on many-core systems 61

Number of cores
0 10 20 30 40 50 60 70 80

sµ
Tr

ac
ks

/

0

20

40

60

80

100

120

140

160
Intel Xeon E7-4860, 2.27 GHz, OpenCL

Intel Xeon E7-4860, 2.27 GHz, OpenMP+Vc

Intel Xeon X5550, 2.67 GHz, OpenMP+Vc

Intel Xeon E5-2695 v2, 2.40 GHz, OpenMP+Vc

Figure 4.3: Scalability of the
Kalman filter based track fit
on many-core CPUs using Vc
for vectorization together with
OpenMP for parallelization or
OpenCL for both vectorization
and parallelization. The stair-
like structure is caused by the
Intel Hyper-Threading technol-
ogy.

thread is run; then a one thread is run on still free 8 cores, and in the last part

a second thread is run on these 8 cores. All implementations shows a strong

linear behavior, which proves, that with increasing number of cores in CPU the

performance does not degrade and the maximum speed is achieved.

Implementation of the KF track fit with di↵erent tools allows to run it not

only on CPUs, but also on other architectures including Intel Xeon Phi and GPUs

(see Fig. 4.4). The scalability obtained on the Intel Xeon Phi with up to four

threads running simultaneously on each core is similar to CPU due to the similar

architectures. In order to run the KF track fit on graphics cards OpenCL is used.

OpenCL controls the load of the GPU and distributes working groups between

compute units (or streaming multiprocessors). It is important that the program

scales linearly within each compute unit with respect to the number of tasks in the

group. Fig. 4.4 shows that the KF track fit scales linearly on the graphics cards

up to the number of cores in one compute unit (for Nvidia GTX480 — 32, for

AMD Radeon HD 7970 — 64). Then a drop appears, because when first 32 (for

Nvidia) or 64 (for AMD) tasks are processed, only one task is left and all other

cores of the compute unit are idle. Increasing the number of tasks in the group

further the speed reaches the maximum with the number of tasks dividable by the

number of cores in the compute unit. Due to an overhead in tasks distribution

the maximum performance is reached when the number of tasks in the group is
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Figure 4.4: Scalability of the Kalman filter based track fit on di↵erent many-core
processors: a) CPU (on an example of Intel Xeon E7-4860), b) Intel Xeon Phi, c)
Nvidia GPU (on an example of Nvidia GTX 480) and d) ATI GPU (on an example of
AMD Radeon HD 7970).

two-three times more then the number of cores in the compute unit.

The code running on the Xeon Phi 5110P (2 TFLOPS peak performance in

single precision), Nvidia GTX480 (1.35 TFLOPS) and AMD Radeon HD 7970

(3.79 TFLOPS) shows 1.8, 1.4 and 4.4 times higher speed compared to four

Intel Xeon E7-4860 CPUs (0.72 TFLOPS in total). The Kalman filter fit uses

intensively load/store operations, therefore CPU benefits from a large amount of

the fast on-chip memory comparing to the graphic cards and Xeon Phi. Also, all

these architectures use di↵erent compilers with di↵erent optimization strategies.

Summarizing, implemented methods for track fit based on the Kalman filter

assure high quality of the tracks parameters and their covariance matrices, that

are used as an input for reconstruction of short-lived particles. The KF track fit

is fast and show a strong linear scalability on many-core systems.
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Reconstruction of short-lived

particles with KF Particle

package

Particles, which are produced in a collision, can be divided into two groups:

long-lived particles and short-lived particles. Long-lived particles have a lifetime

large enough to cross the tracking detector system of the experiment and to

be registered directly. This group includes stable particles, like electrons and

positrons e±, protons p±, and particles with a large decay length c⌧ , like muons

µ±, ⇡± and K± mesons. Short-lived are those particles, which decay before or

short within the tracking system and can be registered only indirectly. Short-

lived particles include strange hyperons (⇤, ⌅, ⌦), low mass vector mesons (⇢, !,

�), charmed particles (D mesons, J/ ), hypernuclei (3
⇤

H, 4

⇤

H, 4

⇤

He), that are of

the particular importance for the CBM physics program. Such particles can be

reconstructed only indirectly by their decay products.

One of the most commonly used methods for reconstruction of short-lived

particles is direct calculation of mother particle parameters based on parameters

of daughter particles produced in a decay, for instance ⇤ ! p⇡�. For this a

point of the closest approach between daughter particles trajectories is found by

numerical methods and parameters of the particles are extrapolated to this point.

Then the obtained momentum and energy of daughters are summed up. Despite

its simplicity, this method has several shortcomings:
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• usually the information about the errors of daughter particles trajectories

is not taken into account, that a↵ects the reconstruction accuracy of the

mother particle;

• not possible to calculate statistical criteria, which can be used for a back-

ground rejection;

• usually the methods for finding a point of the closest approach in a nonho-

mogeneous magnetic field have a low speed.

Another commonly used method is reconstruction of short-lived particles by

the secondary vertex (decay point) fit with the Kalman filter method [70, 71]. The

Kalman filter method itself is used to estimate a position of a decay vertex and

the momentum of each daughter particle at this reconstructed vertex. The state

vector is chosen to contain three coordinates of the vertex, three components of

the mother particle momentum and three components of the momentum of each

daughter particle:

r = {x, y, z, p
x

, p
y

, p
z

, pd1

x

, pd1

y

, pd1

z

, ..., pdn

x

, pdn

y

, pdn

z

}.

The covariance matrix of such a state vector allows to take into account correla-

tions between parameters of all daughter particles with the mother particle and

between each other. It is worth to notice, that the covariance matrix has a large

size in case of three or more daughter particles, that requires more memory to be

allocated.

A similar method for reconstruction of secondary vertices was implemented in

the CBM experiment [72]. But because of its limitations:

• lack of flexibility with respect to the number of daughter particles;

• work with matrices of a large size, as a consequence — low speed and

numerical instabilities;

it was replaced with the KF Particle package.

Existing implementations of these two methods do not use the advantages

of parallel computer architectures, including the SIMD instruction set or multi-

threading, that leads to a low e�ciency of the computational resources utilization.
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5.1 The KF Particle package for the short-lived

particle reconstruction

The KF Partice package [26, 27] has been developed for the complete reconstruc-

tion of short-lived particles with their momentum, energy, mass, lifetime, decay

length, rapidity, etc. The package has following properties:

• is based on the Kalman filter mathematics;

• daughter and mother particles are described with the same set of parameters

and are treated in exactly the same way;

• the package is geometry independent;

• daughter particles are added to the mother particle absolutely indepen-

dently from each other;

• the package allows reconstruction of decay chains;

• implemented in single precision;

• fully SIMDized.

The package is based on the Kalman filter method with the state vector of

the particle, that includes eight parameters: three coordinates of the particle

(x, y, z), three components of its momentum (p
x

, p
y

, p
z

), the energy of the

particle (E) and in case, when a production point of a particle is known, the time

between production and decay points measured in a distance normalized on the

momentum (s = l/p):

r = {x, y, z, p
x

, p
y

, p
z

, E, s}. (5.1)

The parameter s appears in the transport equations as a small parameter. These

parameters are usually used for description of real physical objects and they do

not depend on geometry of an experiment and its operational conditions. With

this state vector KF Particle allows the full reconstruction of a particle: deter-

mination of the decay vertex, momentum and energy. The covariance matrix

is estimated together with the state vector, that allows to obtain not only pa-

rameters but also their accuracy and calculate the value of the �2-criterion, i.e.

estimate the quality of reconstruction.
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A measurement m
k

of the state vector in KF Particle is a state vector of a

daughter particle. Since momentum and energy of daughter particles are summed

up and only the vertex is fitted, the model of measurement, which is in the

standard case defined by the equation 4.2, should be extended:

G
k

mt = H
k

rt

k

, (5.2)

where mt

k

is a true value of the measurement, rt

k

is a true value of the state vector

of the mother particle. In this case the standard filtration equations (4.6a)–(4.6f)

are modified as follows:

K
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k

GT

k

)�1⇣
k

.

(5.3)

Note, that in case of the standard definition of the model of measurement (G
k

is

a unity matrix) equations (5.3) coincide with the standard Kalman filter equa-

tions (4.6a)–(4.6f).

Equations (5.3) give an optimum estimation of the state vector r
k

based on

all previous measurements and a current measurement m
k

. But m
k

is a random

variable and its optimal valuemf

k

can be also obtained with respect to all previous

measurements. In case of short-lived particle reconstruction this means, that

parameters of a k-th daughter particle can be improved with respect to the vertex

position obtained on the previous (k � 1)-th step, since it is assumed, that all

daughter particles are produced at the same decay point. Equations, which gives

the mf

k

estimation are:

Km

k
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k
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k
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k
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V f

k

= (I � Km

k

G
k

) · V
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,

Df
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= Km

k

H
k

C�
k

,

(5.4)
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where Km

k

is a gain matrix of a measurement, V f

k

is a covariance matrix of the

desired optimum estimation mf

k

of the measurement m
k

, Df

k

is a covariance

matrix between vectors mf

k

and r
k

:

D
k

(i, j) = cov(mf

k

(i), r
k

(j)). (5.5)

Taking into account equations (5.4) for the optimal estimation mf

k

of the

measurement, equations (5.3) are modified as follows:
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(5.6)

KFParticle Algorithm 

24 May 2012 Igor Kulakov, CHEP 2012, New York 5/14 

The mathematics is described in: 

S. Gorbunov and I. Kisel,  Reconstruction of decayed particles based on the Kalman filter. 

CBM-SOFT-note-2007-003, 7 May 2007 
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Figure 5.1: The block-diagram of short-lived particle reconstruction with the KF Par-
ticle package.

During reconstruction of short-lived particles with the KF Particle method a

scheme similar to the standard Kalman filter method is used:
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• initialization of the parameters;

• extrapolation of a measurement (daughter particle) to the point of the

closest approach with a current estimation of the decay point;

• correction of the mother particle on a daughter particle according to the

formulas (5.4) and (5.6).

The block-diagram of short-lived particle reconstruction with KF Particle is il-

lustrated in Fig. 5.1.

5.2 Functionality of KF Particle

The KF Particle package provides the rich functionality for the users, including:

• construction of the mother particle from daughter particles;

• addition and subtraction of the daughter particle to (from) the mother

particle together with the corresponding operators += and -=;

• access to the physics parameters of the particle together with their errors:

mass, momentum, decay length, lifetime, rapidity, etc.;

• transport of the particle to an arbitrary point, to the decay and production

points, to another particle, to a vertex, on the certain distance;

• calculation of a distance from a particle to a point, to another particle, to

a vertex;

• calculation of a deviation in terms of �2 from a point, from another particle,

from a vertex;

• calculation of the angle between two particles;

• the package allows to set constraints on the particle state vector on mass

of the particle and on the production point of the particle.

The mass constraint allows to improve a mass and momentum information of

the found particle, which is important, for instance, in decay chain reconstruc-

tion. The production point constraint helps to determine, whether the particle

is coming from a certain point, for example, from the collision point, that is also

important for decay chain reconstruction.

Despite the complexity of the mathematics, functionality of the package is

simple and intuitive. For example, the simplest code for reconstruction of the ⌅�
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decay chain
⌅� ! ⇤⇡�

! p⇡�

with KF Particle is easily understandable:

// Convert tracks into KF Particle objects using the PDG code

// (identifier of a particle specie introduced by PDG)

KFParticle pion1(kfptracks[0], -211); //pi-, PDG code is -211

KFParticle proton(kfptracks[1], 2212); //proton, PDG code is 2212

KFParticle pion2(kfptracks[2], -211); //pi-, PDG code is -211

// Construct Lambda-candidate

KFParticle Lambda;

const KFParticle* LambdaDaughters[2] = { &proton, &pion1 };

Lambda.Construct(LambdaDaughters, 2);

// Set a mass constraint on Lambda

Lambda.SetNonlinearMassConstraint(1.115683);

// Reconstruct Xi-

KFParticle Xi;

const KFParticle* XiDaughters[2] = { &Lambda, &pion2 };

Xi.Construct(XiDaughters, 2);

5.3 Development of KF Particle

The mathematics of KF Particle have to solve nonlinear problems, like extrapola-

tion of charged particles in a nonhomogeneous magnetic field or setting the mass

constraint. Such problems are usually solved with a number of approximations

or by numerical methods, that can a↵ect either reconstruction quality or speed

of the algorithm.

For online reconstruction and selection of short-lived particles the CBM experi-

ment requires the highest possible e�ciency and speed. Therefore new approaches

for such nonlinear problems, like search for a point of the closest approach and

the mass constraint, have been developed.
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5.3.1 Point of the closest approach between a particle and

a vertex

A task of finding a point of the closest approach between a particle and a vertex is

a common problem in short-lived particle reconstruction. For example, it appears,

when a particle should be extrapolated to the primary vertex (the collision point)

in order to determine whether this particle was produced in the collision directly

or in a decay of another particle. Since the magnetic field in the CBM experiment

is nonhomogeneous, the problem can be solved only by the approximate methods.

Let us consider the case of a particle motion in a constant one-component

magnetic field B
z

1. The equation of motion in the KF Particle package are

parametrised with a parameter s = l/p, where l is a distance of propagation and

p is a total momentum of the particle. Equations of motion of the particle with

charge q assuming a constant one-component magnetic field B
z

can be written

in such parametrisation as:

x = (x
0

+
p

y0

qB
z

) +
p
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p
z

= p
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,

(5.7)

where {x
0

, y
0

, z
0

} is an initial position of the particle, {p
x0

, p
y0

, p
z0

} are initial

components of it’s momentum.

In order to find a point of the closest approach to a vertex with coordinates

{x
v

, y
v

, z
v

} a distance between a vertex and a particle should be minimized with

respect to the parameter s:

R =
p

(x
v

� x)2 + (y
v

� y)2 + (z
v

� z)2

1The method was initially developed for the ALICE experiment with the main B
z

component
of the magnetic field.
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dR

ds
= 0,

which gives an equation:

(x
v

� x)
dx

ds
+ (y

v

� y)
dy

ds
+ (z

v

� z)
dz

ds
= 0. (5.8)

Derivatives
dx
ds

,
dy
ds

and
dz
ds

are obtained by di↵erentiating equations (5.7):

dx
ds

= p
x0

cos(qB
z

s) + p
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sin(qB
z

s),

dy
ds
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= p
z0

.

(5.9)

Substituting equations (5.7) and (5.9) into (5.8) the equation on the parameter

s is obtained:

[(x
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� x
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)p
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� y
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� p2

t

/(qB
z

)] sin(qB
z

s)+

[(x
v

� x
0

)p
x0

+ (y
v

� y
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� z
0

)p
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� p2

z0

s = 0.
(5.10)

The equation (5.10) is a transcendental equation and can not be solved ex-

plicitly. However, taking into account that for the majority of charged particles

a point of the closest approach in the transverse XY plane, perpendicular to the

field B
z

, is close to a point of the closest approach in 3D space, an approximate

solution can be found. At first, the exact solution in the XY plane is found. For

this z-component in equation (5.10) should be neglected:
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(5.11)

A solution of the equation (5.11) is
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The total solution in 3D space can be rewritten as a sum of a transverse (s
r

)

and longitudinal (s
z

) terms:

s = s
r

+ s
z

. (5.13)

Substituting the expression (5.13) into the equation (5.10) and taking into ac-

count, that s
r

is a solution of the equation (5.11), we obtain an equation on

s
z

:
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(5.14)

Since s
z

is assumed to be small, sin(qB
z

s
z

) ⇡ qB
z

s
z

and the equation (5.14) can

be significantly simplified. The solution for s
z

in this case is:
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Figure 5.2: Determination of the point of the closest approach between a particle and
a vertex assuming constant one-component magnetic field B

z

: at first, a point in XY
plane is found (the blue point), then a small correction on z coordinate is added (the
red point).

The described procedure is illustrated by Fig. 5.2.

When the value of s is found by (5.13), the second iteration is performed in

order to increase the accuracy. At first, parameters of the particle are transported

on the value s according to equations of motion (5.7). Assuming, that the already
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found solution is close to the exact value, a correction on the second iteration �s

should be small. When �s ! 0 we can write, that sin(qB
z

�s) ⇡ qB
z

�s and

cos(qB
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�s) ⇡ 1. Under such assumptions the equation (5.10) can be rewritten:
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where index 2 stands for the propagated parameters. Collecting all terms near

cos(qB
z

�s) and sin(qB
z

�s) we obtain the correction:
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The total value of the parameter s after two iterations is calculated by the

formula:

s = s
r

+ s
z

+�s. (5.18)

In the CBM experiment the main component of the magnetic field is B
y

. In

the region of the STS detector two other components contribute to the total value

of the magnetic field at the less then 10% level. In addition, the absolute value

of the magnetic field within STS changes on the less then 10% level. Therefore

an assumption of the constant one-component magnetic field works well. Since

the method was initially developed for the ALICE experiment with the main

component of the magnetic field B
z

, the coordinate system is rotated such that

B
y

! B
z

and the described mathematics is applied for CBM.

5.3.2 Point of the closest approach between two particles

The problem of finding a point of the closest approach between two particles

appears when searching for the initial approximation of the short-lived particles

decay point. An accurate initial approximation allows to increase a numerical

stability of the Kalman filter method, especially in single precision calculations,

allows to improve quality of the reconstructed parameters. It also allows to reduce
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a number of the Kalman filter iterations and in such a way significantly (two-three

times) speed up the algorithm.

Assuming constant one-component magnetic field B
z

equations of motion of

each particle are described by formulas (5.7). Such assumptions are valid in case

of the smooth behavior of the magnetic field and small extrapolation distances.

Parameters of the first and second particles will be further denoted with indices 1

and 2 respectively. It is worth to notice, that the system is symmetric with respect

to indices, since particles are absolutely equivalent, therefore their permutation

does not change the solution.

The point of the closest approach for two particles can be found minimizing

the distance between their trajectories:
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8
>><

>>:

(x
1

� x
2

)
dx

1

ds
1

+ (y
1

� y
2

)
dy

1

ds
1

+ (z
1

� z
2

)
dz

1

ds
1

= 0

(x
1

� x
2

)
dx

2

ds
2

+ (y
1

� y
2

)
dy

2

ds
2

+ (z
1

� z
2

)
dz

2

ds
2

= 0

(5.19)

Similarly to the case of a particle and a vertex, it is possible to find an exact

solution in the transverse XY plane and then add a small correction on z coordi-

nate. The total value of parameter s for both particles will again consist of two

terms in this case: transverse s
r

and longitudinal s
z

:

8
<

:
s
1

= s
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z1

s
2

= s
r2

+ s
z2

(5.20)

At first, terms of the equations (5.19) containing z coordinate are not taken into

account, that gives a system of equations on the transverse components s
r1

and
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s
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:
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The solution of the system is rather complex, therefore for simplicity, let us

introduce notations:
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The solution of equations (5.21) gives two points of the minimum distance be-

tween two particle trajectories. Using notations (5.22) these solutions for curved

trajectories (qB
z

6= 0) can be written as:
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In case if one of the trajectories is a straight line (qB
z

= 0), a corresponding

equation in the solution (5.23) should be replaced by equations:
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and in the solution (5.24) — by equations:
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The approximation to the decay point should be selected among these two

solutions. At first, both of them are checked to be well separated within the

errors. For this parameters of the tracks together with their covariance matrices

are transported on the values

8
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:
s

r1

= (s1

r1

+ s2

r1

)/2

s
r2

= (s1

r2

+ s2

r2

)/2
(5.27)

If trajectories of particles are overlapping within 5� errors at the obtained points,

solutions (5.23) and (5.24) are considered to be equivalent and for further cal-

culations values (5.27) are selected. If parameters are well separated within the

errors, particles are transported using both solutions (5.23) and (5.24), then at

each point a distance between particles is calculated taking into account all three

coordinates and a point with a smaller distance is selected for further calculations.

Substituting formulas (5.20), where s
r1

and s
r2

are selected values, into equa-

tions (5.19) and using expressions for derivatives (5.9) a system of equations on
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Since s
z

is assumed to be small, these equations can be expanded into

the Taylor series neglecting terms smaller then o(s
z

). Under such assumption
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The solution of the equations (5.30) is:
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Point of DCA to a Particle

2

Assumptions: 
• distance between the point of closest approach and particle is short; 
• constant one-component field By, works well for short distances. 
!
Point of closest approach between two 
particles: 
• find 2 points in 2D (is solved analytically); 
• if the points are well separated within the errors of tracks - select a point of the DCA 

tacking into account all 3 coordinates; 
• if the points are equivalent within the errors - select a middle point; 
• transport particles to that point; 
• assuming small distance between 2D and 3D point, find point in 3D by Taylor 

expansion.

XY

particleBz = const

initial position

XY

particleBz = const

initial position

Figure 5.3: Determination of the point of the closest approach between two particles
assuming constant one-component magnetic field B

z

. At first, two points in XY plane
are found. If the points are well separated within 5� errors, then the point where
two particles are closer taking into account the z coordinate is selected. If within the
errors points are not separated, the middle point is selected. Selected point is shown in
light-blue. Then this point is corrected on z coordinate. The corrected point is shown
in red.

The final approximation for the point of the closest approach is calculated

by (5.20). The whole procedure is illustrated on Fig. 5.3.

Like in the previous section, the mathematics can be applied to the CBM

experiment rotating the coordinate system B
y

! B
z

under the assumption, that

a point of the closest approach is close to the initial positions of daughter particles:
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if a mother particle decays between the stations the distance should be less than

10 cm, if it decays in the target region — about 30 cm.

Z [cm]
0 10 20 30 40 50 60 70

R
 [c

m
]

0

10

20

30 E
nt

ri
es

1

10

210

310

410

510

Ta
rg

et

Va
cu

um
  

ch
am

be
r

ST
S 

1

ST
S 

5

ST
S 

2

ST
S 

3 ST
S 

4

Z [cm]
0 10 20 30 40 50 60 70

R
 [c

m
]

0

10

20

30 En
tr

ie
s

1

10

210

310

410

510

Ta
rg

et

Va
cu

um
  

ch
am

be
r

ST
S 

1

ST
S 

5

ST
S 

2

ST
S 

3 ST
S 

4

Figure 5.4: Determination of the distance of the closest approach between two particles
at an example of � ! e+e� conversion reconstruction. For illustration a distribution
of reconstructed conversion points of true � in ZR coordinates is shown (top), where
R =

p
x2 + y2. From the comparison with the scheme of the detector geometry, drawn

over the reconstructed �-position (bottom), the material structure of the detector is
clearly seen: the target, the vacuum chamber and five stations of STS. Due to the
acceptance of the tracking system the material is not seen fully, but partially.

To evaluate the method �-particles reconstruction through e+e� conversion
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was investigated using the STS detector only. The � was chosen since electrons

are the most sensitive particles to the introduced changes: they have the smallest

mass and therefore the biggest curvature of tracks. Another reason why � conver-

sion is sensitive to the quality of the initial vertex position approximation is that

electron and positron trajectories are parallel in the conversion point. Therefore

trajectories of e+ and e� are crossing within the errors along several cm in z-

direction, which gives several local minima for the Kalman filter algorithm and

the final result of the vertex fit can converge to one of these local minima instead

of the global one.

The electron pairs from true �-conversions were selected using Monte Carlo

information. The electron identification was also done using a Monte Carlo in-

formation. For illustration a distribution of reconstructed points of conversion

in ZR coordinates is shown in Fig. 5.4, where R =
p

x2 + y2. The developed

method for the point of the closest approach determination shows a high spatial

resolution of the vertex reconstruction: a position of the target about 0 cm, five

stations of the STS detector at 30, 40, 50, 60 and 70 cm (further stations are not

seen since the track reconstruction algorithm requires hits on at least four con-

secutive stations) and the vacuum chamber material at about 25 cm are clearly

seen, that allows to perform �-tomography of the detector.

5.3.3 Nonlinear mass constraint

The mass constraint in case of the state vector (5.1) is a particularly nonlinear

problem. The condition on the parameters of the state vector in case of the mass

constraint can be written as:

f(r) = E2 � p2

x

� p2

y

� p2

z

� m2

0

= 0, (5.33)

wherem
0

is a value of the mass to be set. In case of linearisation of such condition,

that is a usual procedure for the mass constraint, the desired e↵ect on the state

vector can not be reached: together with a peak at m
0

there will be tails around.

The only solution which will guarantee the exact constraint on the particle mass

is a nonlinear constraint.

The method developed in the current section is based on [73]. Using matrix
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notation the condition (5.33) can be rewritten:

f(r) = rTMr � m2

0

= 0 (5.34)

with a state vector r defined by (5.1) without the last parameter s and a ma-

trix M :

M =

0

BB@

Ô Ô 0

Ô �I 0

0 0 1

1

CCA , (5.35)

where Ô is the null 3 ⇥ 3 matrix and I is the unity 3 ⇥ 3 matrix.

The Lagrangian for the constraint will be:

L = (r̂ � Hr)T (r̂ � Hr) + �f(r̂), (5.36)

where r is an initial state vector, r̂ is a final state vector with a mass constraint

set on. Minimizing the Lagrangian we obtain an expression for an updated state

vector r̂:

@L

@r̂
= 0 ) �HT r+ (HTH + �M)r̂ = 0 ) r̂ = (HTH + �M)�1HT r (5.37)

Since the form of the state vector will not change, the model of measurement

is the unity matrix: H = I. Then the expression (5.37) can be significantly

simplified:

r̂ = (I + �M)�1r (5.38)

Since a constrained state vector should satisfy condition (5.34), we can obtain a

matrix equation on �:
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rT ((I + �M)�1)TM(I + �M)�1r � m2

0

= 0. (5.39)

Taking into account, that the matrix M is symmetric, we can write:

rT (I + �M)�1M(I + �M)�1r � m2

0

= 0, (5.40)

where
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(5.41)

Substituting the expression for the matrix M into the equation (5.40), we

obtain the equation on �:
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>>>>>><

>>>>>>:
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a = (E2 � p2 + 2m2
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),
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0
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(5.42)

where p2 = p2

x

+ p2

y

+ p2

z

.

In general, the equation (5.42) can not be solved exactly, but it can be solved

numerically, for instance, by the Newton’s method. The root of the equation is

found iteratively with a root on an iteration n calculated based on the previous

iteration:

�
n

= �
n�1

� f(�
n�1

)

f 0(�
n�1

)
, (5.43)
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where, as follows from (5.42):

f = �m2

0

�4 + a�2 + b�+ c,

f 0 =
df
d�

= �4m2

0

�3 + 2a�+ b.
(5.44)

The mass correction is assumed to be small, therefore as an initial value we

can take a smallest positive root of the quadratic equation obtained from the

equation (5.42) neglecting a �4 term.

When the value of � is found, parameters of the state vector (5.1) should be

corrected according to the formula (5.38). The covariance matrix also should be

corrected:

Ĉ = JTCJ,

J =
@r̂
@r

,
(5.45)

where Ĉ is a corrected covariance matrix, C is an initial covariance matrix. A

Jacobian matrix J has J
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(5.46)

with all other elements equal to zero. The partial derivatives can be calculated

as:
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(5.47)
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where
@f
@p

i

and
@f
@E

are obtained di↵erentiating the equation (5.42):

@f
@p

i

= �2p
i

(1 + �)2, i = x, y, z

@f
@E

= 2E(1 � �)2
(5.48)

and
@f
@�

defined by the equation (5.44)
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Figure 5.5: Comparison of linear and nonlinear mass constraints. Linear and nonlinear
constraints are set on the reconstructed mass of ⇤ hyperons. The linear constraint can
not guarantee the exact value of the constrained parameter: the distribution has a tail
in the region of lower mass values. The nonlinear approach sets the exact value.

The mass constraint can be useful, for instance, in reconstruction of decay

chains, like

⌅� ! ⇤⇡�

! p⇡�
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In this case a ⇤-candidate has a mass distributed according to the Gaussian

law that introduces additional uncertainty to the mass of the reconstructed ⌅�

hyperon. However, setting a mass constraint on the ⇤-candidate just before

constructing the ⌅�-candidate will improve a mass resolution of ⌅�. And a

better quality of the constraint provides a better mass resolution.

A di↵erence between linear and nonlinear approaches can be illustrated at

an example of ⇤ hyperon (see Fig. 5.5). Since the detector can not provide an

infinite spatial and momentum resolution for daughter particles, the mass of the

reconstructed ⇤ hyperon form a peak with a Gaussian shape. When setting

the linear constraint on the reconstructed mass, the peak becomes much sharper.

However, it is still has a tail in the lower mass region. When setting the nonlinear

constraint described in the current section, the mass is set exactly to the needed

value.

The rich functionality of the KF Particle package is perfectly suited for the

reconstruction of decay trees. Thus, it is possible to build the package for the

full event reconstruction based on the KF Particle mathematics.



Chapter 6

KF Particle Finder — a common

platform for online selection and

physics analysis

Today the most interesting physics is hidden in the properties of short-lived par-

ticles, that can be reconstructed only through their decay products — daughter

particles. Short-lived particles that have a very small production probability or

small branching ratio of the channel, which is suitable for registration, are of the

particular interest. Some signals are expected to have production yields of the

order 10�5–10�7 particles per collision. Because of this a statistically significant

result can be obtained only in case of operation with the high rates of collisions.

This raises the problem of processing and storage of the data, since the data flow

is so large that it can not be fully stored on tape. Therefore only events, which

can potentially contain interesting particles, are stored.

In case of the CBM experiment there are no simple criteria for selecting of

such events. Therefore the experiment requires the full reconstruction of events

including reconstruction of short-lived particles already at the selection stage.

Since the reconstruction programs should work in real time mode, their speed is

a critical factor. Also, the algorithms should be e�cient, not to lose events of the

experiment interest.

In the present Chapter a fast and e�cient algorithm for finding, reconstruction

and selection of short-lived particles is described. In order to maximize the speed
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and to utilize all possible resources of modern CPUs the software package, which

implements the algorithm, is based on SIMD instructions. The implemented

algorithm has been parallelized between cores of the CPU and demonstrates

linear scalability on many-core servers with respect to the number of cores.

6.1 Search of short-lived particles

The method for reconstruction of short-lived particles as an input information

requires charged particles registered by the tracking system of the experiment to-

gether with their PID hypothesis. In the CBM experiment trajectories of charged

particles (tracks) are found by the Cellular Automaton based track finding [68].

The PID hypothesis is provided by the PID detectors. For investigating the prop-

erties of the method the PID hypothesis taken from the Monte Carlo information

can be used as well.

At first, all tracks are divided into two groups: secondary tracks, which do

not overlap within the errors with the primary vertex (the collision point), and

primary tracks, i.e. those that are produced within the errors at the primary

vertex. Secondary tracks are produced in decays of short-lived particles, that

have su�cient lifetime to move away from the primary vertex. They are: strange

particles (K0

s

-mesons and ⇤-hyperons), multi-strange hyperons (⌅± and ⌦±),

charmed particles (D0, D±, D±
s

and ⇤±
c

), and hypernuclei. Tracks of the particles

produced at the detector material are mainly included in the set of secondary

tracks, that increases background for the decays reconstruction. Primary tracks

are tracks of those particles, which are produced directly in the collision of the

beam with a target. Tracks of particles produced in a decay of resonances are also

considered as primary tracks, since they are produced directly at the point of the

primary vertex due to a small lifetime of resonances and can not be distinguished

from tracks produced directly in the collision.

In order to distinguish between tracks of secondary and primary particles a

�2

prim

criterion is calculated, that is a distance of the closest approach between a

track and a primary vertex normalized on their total error:

�2

prim

= �rT (C
track

+ C
PV

)�1�r,
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where �r is di↵erence between the track and the primary vertex position, C
track

is a covariance matrix of a track, C
PV

is a covariance matrix of a primary vertex.

The �2

prim

criterion defines the probability, that the track intersects the primary

vertex within the errors, under the assumptions that parameters of tracks are

distributed according to the Gaussian law and �2

prim

is distributed according to

the �2-distribution with the number of degrees of freedom (NDF) equal 2. When

the Kalman filter is used for track parameters estimation these two assumptions

are fulfilled. The NDF for �2

prim

is equal 2 since only two coordinates of a track

out of three are independent, since the tracking systems provide measurements

with one coordinate fixed. In case of the CBM experiment the z coordinate

is fixed. If the probability is smaller than 0.01% (�2

prim

> 18.4), the track is

considered as the secondary one, otherwise — as the primary track. This means,

that the true primary track can be wrongly assigned as the secondary one with

the probability of 0.01%.

In order to calculate �2

prim

criterion all tracks are extrapolated to the primary

vertex region. Parameters of those tracks, that have been assigned as primary, are

stored at the primary vertex position. Since extrapolation of track parameters is

one of the most time consuming procedures, this allows to save time and speed

up the program on the stage of resonances reconstruction.

On top of this, all tracks are divided into positive and negative. Thus, four

groups are formed:

• secondary positive tracks;

• secondary negative tracks;

• primary positive tracks;

• primary negative tracks.

Tracks in each of these groups are then sorted according to the PID hypothesis.

Since pions and protons are the most abundant particles and ⇤ has a high signal to

background ratio, tracks, which does not have the PID information, are assumed

to be pions for all decays reconstruction and both pions and protons for the ⇤

decay reconstruction. Such assumption allows to recover the ine�ciency of the

PID detectors and does not decrease the signal to background ratio significantly

even for rare decays.
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Figure 6.1: Block-diagram of the reconstruction method of the KF Particle Finder
package. Cuts on �2

fit

and �2

topo

are given in terms of NDF.
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When all tracks are sorted, short-lived mother particles are reconstructed using

KF Particle out of them according to the block-diagram shown in Fig. 6.1. At

first, particles with two daughters in the decay channels are reconstructed:

• Mother particles, which have a lifetime large enough to be separated from

the primary vertex (from D mesons with c⌧ of hundreds µm to strange

and multi-strange hyperons with c⌧ of several cm), are constructed from

secondary tracks: one positive and one negative.

In case of charmed particles, which have a small production yield, the

background should be strongly suppressed, therefore tracks should fulfill

additional requirements: the cut on �2

prim

criterion should be tighter, that

allows to decrease the probability to use for reconstruction primary tracks

wrongly assigned as secondary, and the transverse momentum of the track

(p
t

=
p

p2

x

+ p2

y

) should be larger, then 200 MeV/c, that is caused by the

decay properties of heavy charmed particles. Since open charm particles

have a decay length of hundreds µm, they decay in the neighbourhood of

the primary vertex, therefore the distance to the primary vertex should be

smaller than the cut value.

• Mother particles, that decay at the primary vertex position, including res-

onances, low mass vector mesons and charmonium, are constructed com-

bining one positive primary track and one negative primary track.

The additional background suppression is needed for dilepton channels of

low mass vector mesons (⇢, !, and �) and J/ because of their small

branching ratio and production yield respectively. Therefore tracks in case

of low mass vector mesons are checked to have p
t

> 200 MeV/c and in case

of J/ p
t

> 1 GeV/c, that is caused by the decay kinematics.

• For reconstruction of � ! e+e� conversion all electrons are combined with

all positrons, since conversion can take place at any point of the detector.

The tracks are combined according to their PID hypothesis into the particle

candidates decaying by the corresponding channels.

Besides real physical signals arbitrary combinations of tracks can produce a

candidate, that does not correspond to the real particle. Such combinations form

the background for the physical signals. Particle candidates constructed from
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the tracks with incorrectly assigned PID hypothesis are another source of the

background. While arbitrary combinations can be rejected with cuts on the fit

quality and decay topology, the second type of the background can be reduced

only by the correct particle identification.

In order to suppress the background a set of cuts is applied to the candidates:

• a cut on the �2

fit

/NDF criterion calculated by the KF Particle mathematics

in the candidate fit, that characterizes whether trajectories of daughter

particles intersect within their errors;

• a cut on the �2

topo

/NDF, which is a cut on �2 criterion of the candidate

with a production point constraint set to the primary vertex; this criterion

characterizes whether the particle is produced in the primary vertex region:

the smaller the obtained value — the larger probability, that trajectory of

the particle intersects the primary vertex within the errors;

• a cut on the distance from the decay point of the candidate to the primary

vertex normalized on the error l/�l, that shows how far the candidate is

constructed from the primary vertex in terms of � assuming the Gaussian

distribution.

The cuts for di↵erent groups of decays are optimized with respect to the parti-

cle yields, branching ratios of the decay channel under investigation, and decay

properties.

Strange particles (K0

s

, ⇤, ⇤) and hypernuclei ({⇤n},
⇤

H) have a large lifetime

(c⌧ is in the order of several cm), that allows to separate them well from the

primary vertex, therefore only two cuts are applied: �2

fit

/NDF, which selects

correctly fitted candidates, and l/�l, which selects candidates constructed more

than several � away from the primary vertex region (cuts are optimized with

respect to the signal to background ratio [74, 75, 76]).

D0 mesons have c⌧ = 123 µm, that still allows to separate them from the

primary vertex, but in order to assure su�cient signal to background ratio taking

into account small production yields tighter cuts are applied on �2

fit

/NDF and

l/�l, and in addition the cut on �2

topo

/NDF is set, since D mesons are expected

to be produced only in the collision, i.e. should point to the primary vertex.

Resonances (K⇤0 and ⇤⇤), low mass vector mesons (⇢, !, �) and J/ are



92
Chapter 6. KF Particle Finder — a common platform for online selection and

physics analysis

produced and decay at the primary vertex position, therefore only the cut on the

fit quality �2

fit

/NDF can be applied [77, 78].

The same cut is applied for � reconstruction, since conversion can happen at

any point of the detector.

The particle candidates, which pass all cuts, are stored on tape.

For reconstruction of particle trees, that appear in decay of multi-strange

hyperons, secondary ⇤ and ⇤ are selected. The particle is considered as secondary,

if �2

topo

/NDF > �2

cut

. Also, the mass is checked to be consistent with the table

value within 3� (�m < 3�), that according to the Gaussian distribution defines

the probability of 0.3% to reject correct signal, and the candidate should be

well separated from the primary vertex ( l/�l > l/�l
cut

). For reconstruction

of resonances primary �, K0

s

, ⇤, ⇤, D0, D
0

, D+, D� are selected, that satisfy

conditions �2

topo

/NDF < �2

cut

and �m < 3� [74, 75, 76].

Since particles with di↵erent number of decay products have daughters of the

same type in the decay channels, for reconstruction of three and four daughter

decays, including hypernuclei (
⇤

He), D mesons and ⇤+

c

, candidates obtained on

the stage of two daughter decays reconstruction are combined with secondary

tracks. Again, for reconstruction of charmed particles the tighter cut on �2

prim

is set. The cuts on �2

fit

/NDF, l/�l, and �2

topo

/NDF are applied to the obtained

candidates, and if they are fulfilled, the candidate is stored.

In order to reconstruct ⇡0 particles those � candidates are combined with each

other, that have the mass consistent with the table value within 3�. Since ⇡0 are

produced both directly in the collision and in the decay of other particles, only

the cut on �2

fit

/NDF is applied [79]. If it is satisfied, the candidate is stored.

For further analysis the secondary and primary ⇡0 are selected: the candidate

is considered as secondary, if it satisfies conditions on �2

topo

/NDF > �2

cut

and

�m < 3�, and primary if �2

topo

/NDF < �2

cut

and �m < 3�.

Combining primary ⇡0 with primary tracks (K+ and K�) the candidates for

K⇤+ and K⇤� are constructed, which are stored if they pass the fit goodness

condition �2

fit

/NDF.

Secondary ⇡0 and tracks (p and p) form ⌃+ and ⌃�, which are produced

directly in the collision and decay far from the primary vertex (c⌧=2.4 cm),

therefore they are checked to fulfill cuts on �2

fit

/NDF, l/�l, and �2

topo

/NDF.
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For reconstruction of ⌅�, ⌅
+

, ⌦�, ⌦
+

hyperons and hypothetical {⇤⇤} dybar-

ion the already selected secondary ⇤ and ⇤ are combined with secondary tracks.

Since these particles have large lifetime (their c⌧ are of the order of several cm)

and are expected to be produced directly in the collision, they should pass the

cuts on �2

fit

/NDF, l/�l, and �2

topo

/NDF [74, 75, 76]. Out of these candidates

primary ⌅� and ⌅
+

are selected according to the conditions �2

topo

/NDF < �2

cut

and �m < 3�. The obtained primary ⌅� and ⌅
+

are combined with primary

tracks and ⇡0 into ⌅⇤ and ⌦⇤, which should satisfy condition �2

fit

/NDF < �2

cut

.

Also, secondary ⇤ are combined with each other into hypothetical {⌅0⇤} dybar-

ion, and ⌅⇤0, ⌅
⇤0

are reconstructed combining secondary ⇤ and ⇤ with secondary

⇡0; these secondary particle candidates are checked to fulfill cuts on �2

fit

/NDF,

l/�l, and �2

topo

/NDF. All the candidates, which passed the cuts, are stored for

further analysis.

For reconstruction of resonances (K⇤, ⌃⇤, ⌅⇤, D⇤) and ⌃0 the selected primary

K0

s

, ⇤, ⇤, D0, D
0

, D+, and D� are combined with primary tracks, ⇡0, and �.

Since all these decays take place at the primary vertex region, they are stored if

cut on �2

fit

/NDF is fulfilled [80, 81].

Currently, the KF Particle Finder includes more than 70 decays (see Fig. 6.2).

The method is developed to reconstruct signals from all the physics cases of the

CBM experiment, including strange particles, strange resonances, hypernuclei,

low mass vector mesons, charmonium and open-charm particles. This makes the

KF Particle Finder a universal platform for short-lived particle reconstruction

and physics analysis.

6.2 Physics analysis with KF Particle Finder

The physics processes, which take place in the collisions of heavy ions, can be

investigated only through the properties of particles produced in the collision.

Therefore all possible species of the particles should be found. The KF Parti-

cle Finder package provides extended opportunities for analysis of the collision

physics by reconstructing a wide range of decays.
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6.2.1 Strange and multi-strange particles

In the collision of heavy ions new quarks are produced including strange s and s

quarks. According to the theoretical predictions enhanced strangeness production

can be an indicator for creating deconfined matter, or QGP, in ultrarelativistic

heavy-ion collisions [82]. At top SPS energies it was observed that the multi-

plicity of strange hyperons per participating nucleon increases with the mass of

the collision system [83]. Moreover, the e↵ect of enhancement increases with the

number of strange quarks in the hyperon. According to the current knowledge

strange and multi-strange hyperons can be produced in sequential collisions in-

volving kaons and ⇤s, and, therefore, are sensitive to the density in the collision

system. This sensitivity is expected to increase towards lower beam energies close

to or even below the production threshold [22, 31].

Strangeness production is one the main focuses of the CBM experiment. Hav-

ing relatively small mass of 95 MeV/c2 strange quarks are abundantly produced

at CBM energies. Thus, they are perfectly suited for investigation of hot and

dense matter. The decay channels of the strange particles, search of which is

implemented in the KF Particle Finder, are listed together with the decay pa-

rameters in Table 6.1.

Particle Antiparticle Branching
ratio, %

c⌧ , cm

K0
s

! ⇡+⇡� — 69.2 2.7

⇤! p⇡� ⇤! p⇡� 63.9 7.9

⌃+! p⇡0 ⌃
�! p⇡0 51.6 2.4

⌃0! ⇤� ⌃
0! ⇤� 100.0 2.2 ⇥ 10�13

⌅0! ⇤⇡0 ⌅
0! ⇤⇡0 99.5 8.7

⌅�! ⇤⇡� ⌅
+! ⇤⇡+ 99.9 4.9

⌦�! ⇤K� ⌦
+! ⇤K+ 67.8 2.5

Table 6.1: Parameters of strange particles and antiparticles included in the KF Particle
Finder reconstruction scheme: the implemented channel, its branching ratio, and the
lifetime (c⌧) of a particle [5].

The fit quality of the reconstructed strange particles is shown in Fig. 6.3 at

the example of ⇤ hyperon: distributions of residuals (⇢), pulls, �2 criterion, and

prob (probability for a certain �2 and NDF) are presented. Residuals and pulls,
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which are obtained at the decay point of the particles, are shown for x, p
x

, and

E, other parameters demonstrate the same behavior. For track reconstruction

the STS detector is used. The distributions prove the high quality of the fit:

• All distributions of residuals and pulls are unbiased.

• The width of residuals is in a good agreement with the detector resolution.

• The width of pulls is close to the expected value of one, the pulls of momen-

tum and energy are wider due to the higher sensitivity to the approximation

in the detector material and the magnetic field treatment.

• The �2 and corresponding prob distributions have the expected shape, prob

is close to the flat uniform distribution from 0 to 1. Sharp edges represent

the cut on �2/NDF for selection of particle candidates.

Particle "
method

, % "4⇡

, % S/B �, MeV/c2

K0
s

71.5 24.9 2.5 3.6

⇤ 65.4 27.0 8.2 1.6

⇤ 66.5 17.0 4.1 1.5

⌅� 48.0 12.8 16.4 2.0

⌅
+

44.5 6.7 21.8 1.7

⌦� 45.4 5.5 91.9 2.1

Table 6.2: E�ciencies of the strange particles reconstruction, widths of the signal peaks,
and S/B ratios for 5M central AuAu UrQMD events at 10 AGeV using TOF PID.

The high quality of the parameters together with c⌧ of several cm (see Ta-

ble 6.1) allow reconstruction of strange particles both with the high signal to

background (S/B) ratio and e�ciency (see Table 6.2). Mass spectra of K0

s

, ⇤,

⇤, ⌅�, ⌅
+

, and ⌦� obtained by the KF Particle Finder for 5M central AuAu

UrQMD [84, 85] events at 10 AGeV using TOF PID [75] are shown in Fig. 6.4.

The S/B ratio is calculated in ±2� of the Gaussian fit of the signal peak, the back-

ground was approximated by the second order polynomial function. Two types

of e�ciency are given: the e�ciency of the method ("
method

) itself, which repre-

sents the e�ciency of the secondary particles selection and cuts on the particle

candidates, and the total e�ciency ("
4⇡

) in the 4⇡ solid angle, which addition-

ally takes into account the acceptance of the detector, the ine�ciencies of track

reconstruction and PID algorithms, and therefore several times smaller.
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Figure 6.3: Fit quality of the reconstructed strange particles at the example of ⇤.
Distributions of residuals ⇢, pulls, �2 criterion, and prob (probability for a certain �2

and NDF) demonstrate the high quality of the reconstructed parameters.
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Figure 6.4: Mass spectra of K0

s

, ⇤, ⇤, ⌅�, ⌅
+

, and ⌦� obtained by the KF Particle
Finder package together with their signal to background (S/B) ratios for 5M central
AuAu UrQMD [84, 85] events at 10 AGeV using TOF PID [75].
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6.2.2 Strange and multi-strange resonances

Reconstruction of strange and multi-strange resonances (see Table 6.3) completes

the picture of strangeness production. Decaying in the medium, resonances allow

to investigate properties of the dense baryonic matter. However, with strongly

decaying resonances only late stages of the collision can be studied due to final-

state absorption [22, 31].

Particle Antiparticle Branching
ratio, %

Full width
�, MeV/c2

K+(892)! K0
s

⇡+ K�(892)! K0
s

⇡� 33.3 50.8

K+(892)! K+⇡0 K�(892)! K�⇡0 33.3 50.8

K0(892)! K+⇡� K
0
(892)! K�⇡+ 33.3 47.4

K0(892)! K0
s

⇡0 K
0
(892)! K0

s

⇡0 33.3 47.4

⇤(1520)! pK� ⇤(1520)! pK� 22.4 15.6

⌃+(1385)! ⇤⇡+ ⌃
�

(1385)! ⇤⇡� 87.0 36.0

⌃0(1385)! ⇤⇡0 ⌃
0
(1385)! ⇤⇡0 87.0 36.0

⌃�(1385)! ⇤⇡� ⌃
+
(1385)! ⇤⇡+ 87.0 39.4

⌅0(1530)! ⌅�⇡+ ⌅
0
(1530)! ⌅

+
⇡� 66.6 9.1

⌅�(1530)! ⌅�⇡0 ⌅
+
(1530)! ⌅

+
⇡0 33.3 9.9

⌅�(1820)! ⇤K� ⌅
+
(1820)! ⇤K+ — 24.0

⌦�(2250)! ⌅�K�⇡+ ⌦
+
(2250)! ⌅

+
K+⇡� — 55.0

Table 6.3: Parameters of strange resonances and their antiparticles included in the KF
Particle Finder reconstruction scheme: the implemented channel, its branching ratio,
and the full width (�) of the resonance [5]. The most abundant resonances decaying
by the selected channels are shown.

The fit quality of the reconstructed strange resonances is shown in Fig. 6.5 at

the example of ⌃+(1385) with STS used for track reconstruction. The quality is

as high as for the strange particles. Mass spectra of ⌃+(1385), ⌃�(1385), and

⌅0(1530) obtained by the KF Particle Finder for 5M central AuAu UrQMD events

at 10 AGeV using TOF PID are shown in Fig. 6.6. Corresponding e�ciencies,

S/B ratios, and widths of the peaks are given in Table 6.4. Since resonances

decay directly at the collision point, the decay topology can not be used for the

background suppression and the S/B ratio is several orders smaller comparing

to the strange particles, however the reconstruction e�ciency is similar. The

reconstructed width of the peaks is in agreement with the UrQMD model.
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Figure 6.5: Fit quality of the reconstructed strange resonances at the example of
⌃+(1385). Distributions of residuals ⇢, pulls, �2 criterion, and prob (probability for a
certain �2 and NDF) demonstrate the high quality of the reconstructed parameters.
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Figure 6.6: Mass spectra of ⌃+(1385), ⌃�(1385), and ⌅0(1530) obtained by the KF
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Particle "
method

, % "4⇡

, % S/B �, MeV/c2

⌃+(1385) 57.8 11.9 0.003 3.3

⌃�(1385) 58.3 11.9 0.004 3.3

⌅0(1530) 49.4 7.5 0.040 2.2

Table 6.4: E�ciencies of the strange resonances reconstruction, widths of the signal
peaks, and S/B ratios for 5M central AuAu UrQMD events at 10 AGeV using TOF
PID.
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6.2.3 Hypernuclei and heavy multi-strange objects

Theoretical models predict single and double hypernuclei, and heavy multi-

strange short-lived objects to be produced in heavy-ion collisions with the max-

imum yield at SIS100 energies [86, 87]. Investigation of these objects will shed

light on the hyperon-nucleon and hyperon-hyperon interactions, which are im-

portant for the nuclear equation-of-state at high densities and low temperatures.

Such conditions are believed to exist at cores of neutron stars [22, 31]. Particles

added to the KF Particle Finder are listed in Table 6.5.

Particle Antiparticle Branching
ratio, %

c⌧ , cm

{⇤n}! d+⇡� {⇤n}! d�⇡+ 251 11.1
3
⇤H! 3He ⇡� 3

⇤
H! 3He ⇡+ 24 5.5

4
⇤H! 4He ⇡� 4

⇤
H! 4He ⇡+ 50 5.4

4
⇤He! 3He p⇡� 4

⇤
He! 3He p⇡+ 34 4.5

5
⇤He! 4He p⇡� 5

⇤
He! 4He p⇡+ 43 4.2

{⇤⇤}! ⇤p⇡� — unknown unknown

{⌅0⇤}! ⇤⇤ — unknown unknown

Table 6.5: Parameters of hypernuclei and heavy multi-strange objects included in the
KF Particle Finder reconstruction scheme: the implemented channel, its branching
ratio, and the lifetime (c⌧) of a particle [88, 89, 90, 91, 92, 93, 94].

The fit quality of these particles is shown in Fig. 6.7 at the example of 3

⇤

H

with STS used for track reconstruction. The quality is as high as for the pre-

vious groups of particles. Mass spectra of {⇤n}, 3

⇤

H, and 4

⇤

He obtained by the

KF Particle Finder for 5M simulated central AuAu events at 10 AGeV using

TOF PID are shown in Fig. 6.8. For background simulation UrQMD events are

used. Since the UrQMD model does not produce hypernuclei, the signal is gener-

ated and reconstructed separately and added to the background spectra with the

theoretically predicted multiplicities [87] and branching ratios listed in Table 6.5.

Corresponding e�ciencies, S/B ratios, and widths of the peaks are given in

Table 6.6. The large lifetime (c⌧ of several cm) together with a low multiplicity

of produced background nuclei fragments (d, t, He) allow a strong suppression

of the background for hypernuclei keeping the reconstruction e�ciency high.

1 The estimation is based on [92, 93, 94]
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Figure 6.7: Fit quality of the reconstructed hypernuclei at the example of 3

⇤

H. Distri-
butions of residuals ⇢, pulls, �2 criterion, and prob (probability for a certain �2 and
NDF) demonstrate the high quality of the reconstructed parameters.
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Figure 6.8: Mass spectra of {⇤n}, 3

⇤

H, and 4

⇤

He hypernuclei obtained by the KF Par-
ticle Finder package together with their signal to background (S/B) ratios for 5M sim-
ulated central AuAu events at 10 AGeV using TOF PID.

Particle "
method

, % "4⇡

, % S/B �, MeV/c2

{⇤n} 49.5 21.9 450 1.5
3
⇤H 44.7 16.5 0.9 1.5
4
⇤He 38.0 10.8 94.3 2.0

Table 6.6: E�ciencies of the hypernuclei reconstruction, widths of the signal peaks,
and S/B ratios for 5M simulated central AuAu events at 10 AGeV using TOF PID.
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6.2.4 Open charm particles

At the CBM energies charm quarks are expected to be produced in primary hard

scattering processes, that allows to study the early phase of the collision. Depend-

ing on the interaction with the medium, they hadronize into D mesons, charmed

baryons, or charmonium. At SIS100 energies charm production mechanisms at

the threshold energies will be studied and investigation of charm production in

collisions of medium size nuclei and proton-nucleus will be possible. At SIS300

measurements of charm in collisions of heavy nuclei will be performed [22, 31].

Particles added to the KF Particle Finder are listed in Table 6.7.

Particle Antiparticle Branching
ratio, %

c⌧ , µm /
�, MeV/c2

D+! K�⇡+⇡+ D�! K+⇡�⇡� 9.1 311.8 µm

D0! K�⇡+ D�! K+⇡� 3.9 122.9 µm

D0! K�⇡+⇡+⇡� D
0! K+⇡+⇡�⇡� 8.1 122.9 µm

D+
s

! K+K�⇡+ D�
s

! K+K�⇡� 5.4 149.9 µm

⇤+
c

! pK�⇡+ ⇤
+
c

! pK+⇡� 5.0 59.9 µm

D+(2010)! D0⇡+ D�(2010)! D
0
⇡� 67.7 0.083 MeV/c2

D0(2460)! D+⇡� D
0
(2460)! D�⇡+ — 49.0 MeV/c2

Table 6.7: Parameters of open charm particles, antiparticles, and resonances included in
the KF Particle Finder reconstruction scheme: the implemented channel, its branching
ratio, and the lifetime (c⌧) or the full width (�) of a particle [5].

The high fit quality of the open charm particles is illustrated in Fig. 6.9 at the

example of D
0

with STS and MVD used for track reconstruction.

The mass spectra of D0 and D
0

obtained by the KF Particle Finder for

1011 central NiNi events at 15 AGeV using TOF PID are shown in Fig. 6.10.

For simulation of the background the mixed event technique is used: tracks pro-

duced in di↵erent UrQMD collisions are mixed and combined with each other,

that gives the number of arbitrary combinations growing quadratically with the

number of events. Such technique allows to estimate the background for the sev-

eral orders higher statistics then a usual event-by-event analysis. Corresponding

e�ciencies, S/B ratios, and widths of the peaks are given in Table 6.8. The small

lifetime (c⌧ of hundreds µm) together with a low multiplicities of open charm

particles require tighter cuts that leads to a smaller reconstruction e�ciency.
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Figure 6.9: Fit quality of the reconstructed open charm particles at the example of D
0

.
Distributions of residuals ⇢, pulls, �2 criterion, and prob (probability for a certain �2

and NDF) demonstrate the high quality of the reconstructed parameters.
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Figure 6.10: Mass spectra of D0 and D
0

mesons obtained by the KF Particle Finder
package together with their signal to background (S/B) ratios for 1011 simulated central
NiNi events at 15 AGeV using TOF PID. The mixed event technique is used for the
background estimation.

Particle "
method

, % "4⇡

, % S/B �, MeV/c2

D0 7.6 1.7 0.4 10.6

D
0

7.6 1.7 0.7 11.1

Table 6.8: E�ciency of D0 and D
0

reconstruction, widths of the signal peaks, and S/B
for 1011 simulated central NiNi events at 15 AGeV using TOF PID.
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6.2.5 Low mass vector mesons

The low mass vector mesons (LMVM) decay directly in the fireball because of

their extremely low lifetime (see Table 6.9). On top of this, such particles can

decay by the dilepton channels. Leptons do not interact strongly, therefore they

pass through the baryonic matter that is formed during the collision without

interaction and carry out exactly the information about the parent particle and its

parameters. Thus, low mass vector mesons are perfectly suited for investigation

of not only the late stages of the fireball evolution but also its very early stages. In

case of the �-meson it is also possible to study a hadron decay channel � ! K+K�

that carry out the information on the late stages of the collision. Decays of LMVM

added to the KF Particle Finder are listed in Table 6.9.

Particle Branching
ratio

Full width
�, MeV/c2

c⌧ , fm

⇢! e+e� 4.7 ⇥ 10�5 149.1 1.3

⇢! µ+µ� 4.6 ⇥ 10�5 149.1 1.3

!! e+e� 7.3 ⇥ 10�5 8.5 23.2

!! µ+µ� 9.0 ⇥ 10�5 8.5 23.2

�! e+e� 3.0 ⇥ 10�4 4.3 46.3

�! µ+µ� 2.9 ⇥ 10�4 4.3 46.3

�! K+K� 49% 4.3 46.3

Table 6.9: Parameters of the low mass vector mesons included in the KF Particle
Finder reconstruction scheme: the implemented channel, its branching ratio, the full
width (�), and the lifetime (c⌧) of a particle [5].

The high fit quality of the low mass vector mesons is illustrated in Fig. 6.11

at the example of � ! µ+µ� with STS used for track reconstruction.

The mass spectra of LMVM decaying by the dimuon channel obtained by

the KF Particle Finder for 1011 central AuAu events at 25 AGeV using MuCh

PID and of � ! K+K� for 5M central AuAu UrQMD events at 10 AGeV

using TOF PID are shown in Fig. 6.12. For simulation of the background in the

dimuon channel the mixed event technique is used. Corresponding e�ciencies,

S/B ratios, and widths of the peaks are given in Table 6.10. The low branching

ratio of dilepton channels require tight cuts on the PID stage that leads to a

smaller reconstruction e�ciency.
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Figure 6.11: Fit quality of the reconstructed LMVM at the example of � ! µ+µ�.
Distributions of residuals ⇢, pulls, �2 criterion, and prob demonstrate the high quality
of the reconstructed parameters. Irregularities in the prob distribution are due to some
features in the current implementation of the hits reconstruction procedure.
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Particle "
method

, % "4⇡

, % S/B �, MeV/c2

⇢! µ+µ� 45.4 1.2 0.009 149.0

!! µ+µ� 42.1 1.1 0.2 8.5

�! µ+µ� 48.5 2.1 0.04 4.2

�! K+K� 85.6 15.7 0.02 4.2

Table 6.10: E�ciency of the LMVM reconstruction, width of the signal peak, and S/B.
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6.2.6 Charmonium

One of the possibility for the cc̄ quark pair to hadronize is charmonium creation.

The probability of the charmonium creation strongly depends on the properties

of the baryonic medium formed in the collision, that makes it well suited for

the QCD phase diagram exploration. It was predicted that in presence of the

quark-gluon plasma phase due to color screening of the heavy quark potential the

production of charmonium should be suppressed [95]. Charmonium suppression

was first observed in central Pb+Pb collisions at 158 AGeV [96], and then also

found in experiments at RHIC [97] and LHC [98].

As open charm, charmonium will be measured at SIS100 energies close to

the production threshold for the first time. The measurements in collisions of

medium size nuclei and in proton-nucleus collisions will be possible. SIS300 will

allow the study of charmonium production in collisions of heavy nuclei [22, 31].

Charmonium decays added to the KF Particle Finder are listed in Table 6.11.

Particle
Branching
ratio, %

Full width
�, keV/c2

J/ ! e+e� 6.0 92.9

J/ ! µ+µ� 6.0 92.9

Table 6.11: Parameters of the J/ decays included in the KF Particle Finder recon-
struction scheme: the implemented channel, its branching ratio, and the full width (�)
of a particle [5].

The high fit quality of the charmonium is illustrated in Fig. 6.13 at the example

of J/ ! µ+µ� with STS used for track reconstruction. The prob distribution

is not flat due to some features in the current implementation of the hits recon-

struction procedure. This e↵ect is the most notable in case of high p
t

daughter

tracks, that is exactly the case of J/ .

The mass spectrum of J/ decaying by the dimuon channel obtained by the

KF Particle Finder for 1011 central AuAu events at 25 AGeV using MuCh PID is

shown in Fig. 6.14. For simulation of the background the mixed event technique

is used. Corresponding e�ciency, S/B ratio, and the width of the peak are given

in Table 6.12. The extremely low multiplicity of J/ requires tight cuts on the

PID stage that leads to a smaller reconstruction e�ciency.
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Particle "
method

, % "4⇡

, % S/B �, MeV/c2

J/ ! µ+µ� 15.1 6.9 0.78 29.3

Table 6.12: E�ciency of the J/ reconstruction, the width of the signal peak, and S/B
for 1011 simulated central AuAu events at 25 AGeV using MuCh PID.
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6.2.7 � conversion and ⇡0

The main sources of the background electrons for the dileptons studies are �

conversion and Dalitz decays of ⇡0 and ⌘ mesons. Because of the low branching

ratios and multiplicities of the dileptons decays, background suppression is an

essential issue for their reconstruction. Thus, � conversion have to be carefully

studied. Moreover, reconstruction of � is important for studying the fast photons,

that carry out the information of the physical processes taking place directly in

the collision, and for a detailed analysis of the detector material.

The � ! e+e� conversion can be reconstructed in the tracking system if it

happens before or in the tracking system itself and both e+ and e� are registered.

The ⇡0 and ⌘ mesons can be reconstructed in the tracking system as well by the

full � conversion method, when both � are converted and found.

Particle Branching ratio, % c⌧ , nm

⇡0! �� 98.8 25.50

⌘! �� 39.4 0.15

Table 6.13: Parameters of ⇡0 and ⌘ decays included in the KF Particle Finder recon-
struction scheme: the implemented channel, its branching ratio, and the lifetime (c⌧)
of a particle [5].

The fit quality of these decays is illustrated in Fig. 6.15 at the example of

⇡0 ! �� with STS used for e+ and e� tracks reconstruction. Since electrons

are light particles, their energy losses are significant while passing the detector

material. This leads to the momentum underestimation and, as a result, wider

pulls. Also, the prob distribution is slightly a↵ected.

The mass spectrum of reconstructed � conversion and ⇡0 reconstructed by the

full � conversion method obtained by the KF Particle Finder for 5M simulated

central AuAu UrQMD events at 25 AGeV using RICH, TRD and TOF PID is

shown in Fig. 6.16. Corresponding e�ciencies, S/B ratios, and widths of the peaks

are given in Table 6.14. The probability of � to convert on the material of the

target and the STS detector is about 6%. Thus, the reconstruction e�ciency of

the � conversion and especially ⇡0 is extremely low. However, the large abundance

allows to perform a comprehensive study of these particles.
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Particle "
method

"4⇡

S/B �, MeV/c2

� 57.1 2.5e-4 14.8 5.6

⇡0 21.4 6.5e-8 0.8 1.7

Table 6.14: E�ciency of � conversion and ⇡0 reconstruction, widths of the signal peaks,
and S/B ratios for 5M simulated central AuAu UrQMD events at 25 AGeV using RICH,
TRD and TOF PID.
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6.3 Optimization of the package with respect to

speed

The KF Particle Finder package is designed for the online reconstruction and

selection of short-lived particles. Thus, the speed of the algorithm is as important,

as its e�ciency and reconstruction quality. For the speed optimization the KF

Particle Finder next steps were done:

• the package is fully vectorized;

• all operations are performed in single precision;

• the full magnetic field map is approximated and excluded from the calcu-

lations;

• a fast and numerically stable matrix inversion algorithm is used in all pro-

cedures;

• fast algorithms for particles transport and search of the points of the closest

approach are implemented.

To achieve the maximum speed of the reconstruction algorithm it is completely

based on the SIMD instructions. For more e�cient utilization of SIMD instruc-

tions, all operations are performed in single precision. In addition, operation in

single precision allows to store a larger amount of data in the cache memory and,

thus, reduce the number of accesses operations to the main memory that helps

to achieve even higher acceleration of the program. The KF Particle package,

the core of the KF Particle Finder, was also implemented in single precision and

vectorized.

For more e�cient utilization of SIMD instructions the full map of the mag-

netic field was excluded from the calculations [52]. To do this, each of the three

components of the field is approximated along the trajectory of the daughter par-

ticles with a parabola, which depends on the z coordinate. The magnetic field in

the CBM experiment has a smooth behaviour without sharp changes, therefore

a parabola approximation has a su�cient accuracy for the problem under con-

sideration. During reconstruction of a short-lived the average magnetic field at

the decay point of the particle, at the primary vertex and at the point between

them is calculated using the field approximation of the daughter particles. The
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coe�cients of the parabolas are calculated from obtained values.

The accuracy of the reconstructed particles should remain high in single pre-

cision. Thus, fast and numerically stable algorithms should be applied. The

most unstable part of the KF Particle mathematics is the covariance matrices

inversion. Since the covariance matrix is symmetric, it is possible to invert it by

the Cholesky decomposition, which is both fast and stable (see Section 4.3): the

error of the decomposition is stable and does not depend on the pivoting.

To speed up the transport of particles in a magnetic field the package uses a

simplified analytic formula for extrapolation of the particle parameters [65]. The

formula is obtained by decomposition of the equations of motion of a charged

particle in a magnetic field in a Taylor series. Depending on the required accuracy

the needed number of its terms are chosen, that allows to compromise between

the speed and accuracy.

The search of the point of the closest approach are also optimized with respect

to speed (see Sections 5.3.1–5.3.2). For this the point of the closest approach in

the XZ plane is found at first and then corrected in space taking into account z

coordinate by the Taylor expansion.

The optimization allows to reach a high computational speed of the KF Particle

Finder of 1.5 ms per minimum bias and 10.5 ms per central AuAu collision at

25 AGeV beam energy.

6.4 KF Particle Finder on many-core systems

The KF Particle Finder is designed to perform the real-time online analysis on

the dedicated FLES farm equipped with many-core processors. Therefore, it

should scale with respect to the number of cores of the many-core servers, so that

with the further increase of the number of cores on the newer architectures the

performance of the package will not degrade and will grow proportionally.

For the scalability measurement groups of 1000 minimum bias AuAu collision

at 25 AGeV beam energy were formed per each thread and distributed among the

cores. The threads running an instance of the KF Particle Finder each were cre-

ated with the Intel TBB library. The measurement is done on the NUMA server,

therefore in order to prevent thread migration and the performance degradation
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Figure 6.17: Scalability of the KF
Particle Finder package on the
many-core server lxir075.gsi.de
equipped with four Intel E7-4860
(2.27 GHz) CPUs.

the thread to core a�nity is set using the Pthreads library. The order of cores

usage is set manually: at first, the first physical core is filled, then the next cores

from the same CPU are filled, then the next CPU is filled in the same order.

The package shows strong linear scalability up to 80 cores achieving the speed

of 28000 event/s (see Fig. 6.17).

6.5 KF Particle Finder in the FLES package

1

Geometry

CA Track Finder

KF Track Fitter

KF Particle Finder

Particle Selection

FLES

Hits

MC

Efficiencies Histograms

Quality Check

Output

Figure 6.18: Block-diagram of the FLES
package [99].

Due to its physics program, the CBM

experiment will not have clear and

simple criteria for the events selection

based on the raw data from the de-

tectors, therefore the usual triggering

scheme will not be possible. Thus,

the full reconstruction of the collision

will be done in the online mode by

the FLES package running on the dedi-

cated many-core cluster. The KF Par-

ticle Finder will be used as a part of

the FLES package for short-lived par-

ticle reconstruction and event selection

based on the list of the reconstructed

particles.
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The FLES package of the CBM experiment [99] is intended to reconstruct the

full topology of the event including tracks of charged particles and short lived

particles. The first version of the package consists of the CA track finder, the

Kalman filter track fitter and the KF Particle Finder package for short-lived

particle reconstruction and events selection. The block-diagram of the FLES

package is shown in Fig. 6.18.
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Figure 6.19: Scalability of the FLES pack-
age on di↵erent Intel and AMD many-core
servers [99]. The FLES package shows
strong linear scalability on all architec-
tures.

Figure 6.20: Scalability of the FLES pack-
age on FAIR-Russia HPC Cluster (ITEP,
Moscow) [100]. The FLES package scales
up to 3200 cores.

Operating on many-core clusters the FLES package should scale with respect

to the number of cores. Its scalability was measured using four servers with Intel

Xeon E7-4860, L5640 and X5550 processors and with AMD 6164EH processor.

The AMD server has 4 processors with 12 physical cores each, in total 48 cores.

All Intel processors have the Hyper-Threading technology, therefore each physical

core can run two threads simultaneously. The most powerful Intel server has 4

processors with 10 physical cores each, that gives 80 logical cores in total.

The scalability measurement was performed similarly to the KF Particle

Finder: groups of 1000 minimum bias AuAu collision at 25 AGeV beam energy

were formed per each thread, threads were created using the Intel TBB library

and the thread to core a�nity was set using the Pthreads library. Fig. 6.19 shows
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a strong scalability of the FLES package for all many-core systems achieving the

reconstruction speed of 1700 events per second on the 80-cores server.

The scalability measurement was also performed on the many-core FAIR-

Russia HPC Cluster (ITEP, Moscow) [100] with 100 nodes 32 cores each. Due

to the structure of the cluster and limited access time, as the first step, input

data was copied to each node beforehand and the measurement was started si-

multaneously on all nodes. As expected from such a simple parallel model, the

FLES package shows the linear scalability there with a speed of 2.2 · 105 events

per second reached on 3200 cores of the cluster.

Thus, the KF Particle Finder is successfully included to the first version of the

FLES package, which is fast, e�cient and scalable.

Summarizing, being fast and e�cient the KF Particle Finder will allow to

collect spectra of short-lived particles with high signal to background ratios (see

Fig. 6.21) in the online mode. The plots of the strange particles, hypermatter, �

and ⇡0 represent the spectra for about 1 sec of data tacking with AuAu events at

10 AGeV beam energy, the plots of D-mesons — for about 2 weeks of data tacking

with NiNi events at 15 AGeV beam energy, the plots of LMVM and J/ — for

about 6 hours of data tacking with AuAu events at 25 AGeV.
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Chapter 7

Summary

Modern experiments in high energy physics and heavy ion experiments tend to

increase the interaction rates and particle multiplicities per collision. In addi-

tion to the growing experimental complexity, there appears a necessity to study

extremely rare probes that are sensitive to new physics and to conditions and

features of matter existing during various stages of a nucleus-nucleus collision.

High statistics measurements of rare probes require collection of a huge amount

of data. However, currently available storage media do not allow to save the

whole amount of the collected data. Thus, collisions, which potentially contain

interesting information, should be selected online and stored.

The future CBM experiment will have no simple criteria for collision selec-

tion because of the complicated decay topology of particles like ⌦ hyperons or

D mesons. Therefore the collisions topology including short-lived particles have

to be reconstructed online and events should be selected with fast algorithms

running on a high-performance computing farm.

The thesis provides the following solution for the problem of online reconstruc-

tion and selection of short-lived particles.

First of all, an additional functionality was added to the set of tools for the

Kalman-filter-based track fit. The reconstruction quality of short-lived particles

strongly relies on the quality of the track fit, since parameters of the tracks

and their covariance matrices are used as an input for the short-lived particle

reconstruction.

The functionality of the KF Particle package was extended as well. KF Particle
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is the core method for reconstruction of short-lived particles. The package is

based on the Kalman filter mathematics. It provides a full set of the physics

parameters of the particle along with their errors including position, momentum,

mass, energy, lifetime, etc. The improvements provide a possibility to increase

reconstruction quality of short-lived particles, especially for the decay trees, that

are of particular importance for particles like strange hyperons, hypernuclei and

resonances.

Based on these improved tools, the KF Particle Finder package for fast and

e�cient online search and selection of short-lived particles has been developed.

It reconstructs more than 70 decays covering signals from all the physics cases

of the CBM experiment: strange particles, strange resonances, hypernuclei, low

mass vector mesons, charmonium and open-charm particles.

The KF Particle Finder is fast and e�cient. All short-lived particles found

by the package have high quality of the reconstructed parameters and thus, high

e�ciencies and signal to background ratios have been achieved.

The KF Particle Finder was successfully included into the first version of the

FLES package for the CBM experiment, which will perform the full online event

reconstruction.

The online running scenario requires from the developed packages to be both

e�cient and fast. Therefore in order to achieve a high speed of the reconstruction

the developed packages are:

• heavily optimized and implemented in a single precision, therefore ex-

tremely fast;

• stabilized with respect to the single precision, that guaranties the high

quality of the reconstruction;

• vectorized and parallelized;

• scalable on many-core processors and many-core clusters.

The KF Particle Finder is capable for further modifications, the list of the

found particles can be extended in order to search for the already known or com-

pletely new, still unexplored particles. It provides an opportunity to reconstruct

short-lived particles with one neutral daughter by the missing mass method. It

perfectly suits for reconstruction of complicated cascade decays of hypernuclei



118 Chapter 7. Summary

or hypothetical dibarion particles. Operating with a general model of a parti-

cle and being geometry independent, the package can be applied for other high

energy physics experiments. The package is optimized with respect to memory

consumption that makes it a perfect candidate for the hardware accelerators like

GPGPUs and Intel Xeon Phi.

The KF Particle Finder package provides a universal platform for short-lived

particle reconstruction, physics analysis and online selection.



Appendix A

Properties of the Kalman filter

method on an example of the

straight line

For a more complete understanding of the Kalman filter method, we will consider

it first step by step on a simple example. For simplicity, the fit of a straight track

in the plane is chosen. The example is a further update of the work [63] with a

state vector appropriate for the CBM experiment. The case where stations are

located along the detector axis x (see Fig. A.1) is considered. In this case, the

stations measure y-coordinate at a given position x. For simplicity, we assume,

that the detector stations are placed one from each other at equal distances L,

the measurement errors of the y-coordinate at all stations are the same and equal

to �. Let us denote measurements of the y coordinates at each of the stations

starting with the last y
1

, y
2

, y
3

, y
4

and y
5

. Also, for simplicity of analysis, at first

we consider the case of thin stations without multiple scattering of the charged

particles on their material, and then consider how the presence of multiple scat-

tering changes the track parameters and their covariance matrix. This approach

is also useful for understanding of the Kalman filter mathematics. The problem,

which should be solved in this example, is to find the estimation of the trajec-

tory parameters in a region of a production point of the track IP. Therefore, the

starting point for the Kalman filter method will be the last station.
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straight line

Figure A.1: A straight track on a plane. IP is a production point of the track. The
line, that starts at the point IP, shows a trajectory of the track. Vertical lines represent
a position of detector stations placed at equal distances L from each other.

Since the track is straight, the corresponding equation of motion is:

y = t
y

x+ b.

Let’s choose the state vector of the system, that contains a value of the y-

coordinate and a slope of the track t
y

to the axis x, and construct according to

this choice the covariance matrix:

r =

 
y

t
y

!
, C =

 
C

yy

C
yty

C
yty C

tyty

!
. (A.1)

Since the detector station measures only one coordinate y, the vector measure-

ments degenerates into a scalar as well as the covariance matrix that corresponds

to it:

m
k

= {ym

k

}, V
k

= �2.

According to (4.2) the model of measurement takes the form:

H
k

=
⇣

1 0
⌘
.

Let’s simplify equations (4.6a)-(4.6e) for the considered example:
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(A.2)

Extrapolation of the state vector between measurements

Before adding each next measurement to the state vector, track parameters should

be transported to the point of the measurement, i.e. to the corresponding station

of the detector. Because stations are placed at a distance L from each other and

measurements are taken into account in the direction opposite to the direction

of the axis x, the position of track y�
k

at the next station just before adding the

measurement ym

k

is calculated by formulas:

y�
k

= t+
yk�1

(x
k�1

� L) + b = y+

k�1

� t+
yk�1

L.

Since the slope of the track remains the same during extrapolation of the param-

eters, than

t�
yk

= t+
yk�1

.

For extrapolation of the covariance matrix formulas (4.5b) are used, but at

this stage it is assumed that multiple scattering on the material of the detector

station is absent, so the covariance matrix of the process noise Q
k

= 0. By

definition, the extrapolation matrix:
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F
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1 �L
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Substituting the resulting expression in formulas (4.5a) and (4.5b) we will find

formulas for extrapolation of the straight line on the plane in the absence of

multiple scattering on the material of the detector station:

r�
k

=

 
y+

k�1

� t+
yk�1

L,

t+
yk�1

!
,

C�
k

=

 
C+

k�1yy
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(A.3)

Initialization of the parameters

Let’s assume, that we have an estimation of track parameters obtained, for ex-

ample, with the least squares method. The covariance matrix is set as a diagonal

matrix, in which the diagonal elements tend to infinity:

r
0

=

 
y

0

t
y0

!
C

0

=

 
C

0yy 0

0 C
0tyty

!
. (A.4)

Filtration of the first measurement

Before the first measurement addition no other calculations are needed and r�
1

=

r
0

and C�
1

= C
0

. Note, that C
0yy tends to infinity, so the expression

C�
0yy

�2 + C�
0yy

introduces uncertainty that leads to numerical instability in calculations. To get

rid of the uncertainty, we decompose this expression in a Taylor series, and since

C
0yy tends to infinity, we consider only terms of the first degree of smallness:

C
0yy

�2 + C
0yy

=
1

1 +
�2

C
0yy

⇡ 1 �
�2

C
0yy

. (A.5)
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Taking into account the expression (A.5) and the fact, that
�2

C�
0yy

⇡ 0, formu-

las (A.2) give an expression for the state vector and its covariance matrix after

adding the first measurement:

r+

1
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y

1

t
y0

!
,

C+

1

=

 
�2 0

0 C
0tyty

!
.

(A.6)

The analysis of obtained expressions for the covariance matrix shows, that

already after the first measurement the position of the track is known with a

high accuracy, but the information about the slope of the track is almost absent.

Interesting is the fact, that already at this step the dependence on the initial value

of C
0yy is lost. Thus, the choice of the initial covariance matrix with large diagonal

elements allows to estimate the system parameters based only on measurements

themselves instead of the initial approximation.

Extrapolation to the point of second measurement

Before filtering the next measurement let’s find the estimation of track param-

eters and their covariance matrix at the corresponding detector station putting

formulas (A.6) in formulas (A.3):

r�
2
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y

1

� t
y0L

t
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!
,

C�
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0tyty
�LC

0tyty
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C
0tyty

!
.

(A.7)

Note, that after extrapolation the correlation coe�cients of the parameters

contains large initial values. The error of the track position is increased again,

since in extrapolation value of the slope with an infinite accuracy is used.



124
Appendix A. Properties of the Kalman filter method on an example of the

straight line

Filtration of the second measurement

When estimation of track parameters at the position of the the second station

is obtained, a corresponding measurement should be added using again formu-

las (A.2):
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= y
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Since C
0tyty

tends to infinity some expressions can be simplified by expanding

in a Taylor series:
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0tyty
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0tyty
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0tyty
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LC
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1
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Then the state vector of the track and its covariance matrix take a simple

form:
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Note, that after the second measurement dependence on the initial approxi-

mation disappeared completely. This is due to the properties of the Kalman filter

and the symmetry of the problem.

Extrapolation of the track to the third measurement and

filtration of the measurement

For track extrapolation to the third station we substitute formulas (A.8) into

formulas (A.3):

r�
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0

@ 2y
2

� y
1

y
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A ,
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1
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(A.9)

Let’s analyze obtained result. In extrapolation the slope of the track does not

change, therefore corresponding element of the covariance matrix also remains

unchanged. The error of the track position estimation increases again, because

the slope, which is used for its calculation, is also known with some accuracy.

But this increase is smaller, than on the previous step, since now the error of the

slope is completely determined by measurements and not by the infinite initial

approximation.

Now let us add the third measurement by putting formulas (A.9) into (A.2):
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As one can see, the covariance matrix decreases again. And all the elements are

smaller comparing to the case of the second measurement. Also the estimation of

the track slope does not contain an information about the measurement on the

second station, however, this is not a law but just a consequence of the symmetry

in the considered problem. With further calculations the contribution of the

second measurement will return to this expression.

Extrapolation of the track to the fourth measurement and

filtration of the measurement

For extrapolation of the track to the fourth station the formula (A.10) is substi-

tuted into (A.3):
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In order to add the fourth measurement formulas (A.11) are substituted

into (A.2):
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Adding the fourth measurement shows nothing new at this stage, but this step

will be helpful further for illustration how multiple scattering impacts parameters

of the track and their covariance matrix. Next measurements does not provide a

new information and we will stop on four measurements.

Note, that expansion in a Taylor series of expressions, that contain infinite

diagonal elements of the initial covariance matrix, in this example is done only

for clear explanations of the properties of the state vector and its covariance

matrix. Calculations in real applications use the exact formulas, so the state vec-

tor and covariance matrix depend although slightly on the initial approximation.

Therefore, the initial selection of the covariance matrix is extremely important.

Influence of multiple scattering on track parameters and

their covariance matrix

Now consider the case, when the station of the detector have a finite thickness.

For simplicity, we will consider them thin. This situation is quite common for the

high energy physics experiments and it is exactly the case of the tracking detectors

of the CBM experiment. In this case multiple scattering gives a contribution only

to the errors of the track slope estimation and does not a↵ect the accuracy of the

estimated track position. In our simple example it does not a↵ect nondiagonal

elements of the covariance matrix. We assume, that all stations contribute with

the same error in the estimation of the track slope and this contribution equal to

�.

To take into account the material during extrapolation of the state vector

between the stations the formula (4.5b) is used. The matrix Q
k

corresponds to

the covariance matrix of the process noise, which is caused by multiple scattering

in the material, and has the form:

Q
k

=

 
0 0

0 �2

!
.
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This formalism is based on the assumption that the state vector and its covariance

matrix is first extrapolated to each next station after filtration of a measurement,

and then the covariance matrix is modified to take into account multiple scatter-

ing. Thus, it is assumed that the material of the detector must be considered just

before filtering a measurement, i.e. measurement of the track coordinates is done

by the outer side of the station with respect to the direction of fit. Often, how-

ever, a situation arises, when the coordinates are measured by the whole working

volume of the detector and not by only one side. In this case, the method is ap-

proximate, and adding the noise matrix Q
k

before filtration or after is a subject

of an agreement.

Since the error � caused by multiple scattering is a small value comparing to

infinite element of the covariance matrix C
0tyty

, the material does not change

formulas (A.6)-(A.7) and, as a consequence, formulas (A.8). The first formulas,

which will be a↵ected by the process noise, are the formulas of extrapolation to

the third measurement (A.9):
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Accordingly, parameters and their covariance matrix after filtration of the

third measurement will be changed:
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At this stage, the result is obvious: multiple scattering influences only the

error of the slope estimation. Now check the changes, which will occur after
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extrapolation to the fourth measurement:
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The covariance matrix is increased with respect to the case without multiple

scattering: the errors of the parameters are increased as well as the correlation

coe�cients. Note, that the error of the track position estimation now also contains

a term caused by multiple scattering. However, the state vector is not yet a↵ected.

Let’s add the fourth measurement:
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The obtained formulas are complicated and are di�cult to analyze, therefore

let us consider several examples with respect to the � value. In our estimations we

will use values similar to parameters of the STS detector of the CBM experiment:

� ⇡ 17 µm, L = 10 cm.

First, we consider the case of pions with momentum of 10 GeV/c. For them

� · L ⇡ 0.4� and terms, that correspond to multiple scattering, can be ne-

glected. Formulas in this case will not di↵er from the case without multiple
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Appendix A. Properties of the Kalman filter method on an example of the

straight line

scattering (A.12):
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Now consider the case, when � · L = �, that corresponds to the case of pions

with momentum of 5 GeV. In this case, the expression (A.14) is greatly simplified:
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(A.16)

Let’s compare the obtained results with the expressions from the previous

case (A.15). First, note, that the state vector is changed: the contribution of the

fourth measurement y
4

into estimation of the track position is increased, the esti-

mation of the track slope become asymmetric with respect to the measurements.

Values of the covariance matrix elements are again increased, when multiple scat-

tering is present. One result of this behavior is that the next measurement will

make a smaller contribution to the estimation of the track slope.

Now consider the case of pions with momentum of 1 GeV. In this case �·L ⇡ 4�

and expressions (A.14) are changed as follows:
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(A.17)

As a result of the increased error caused by the multiple scattering, the track
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position is mainly determined by the position of the fourth measurement. The

contribution of the first measurement in the track slope is decreased several times.

The contribution of the second and especially the third and fourth measurements

is increased. Thus, the track parameters practically do not depend on the first

measurement and the most sensitive to the last two. The covariance matrix is

also increased: the error of the slope estimation is increased by one order of

magnitude compared to the case of pions with momentum of 5 GeV and two

orders of magnitude compared to the case without multiple scattering.
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Zusammenfassung

Motivation

Moderne Experimente der Hochenergie-Schwerionenphysik werden auf immer

höhere Wechselwirkungsraten und Teilchenmultiplizitäten optimiert. Dadurch

erö↵net sich die Möglichkeit, neue Teilchen zu entdecken oder extrem seltene

Proben zu untersuchen, welche besonders empfindlich sind auf die Eigenschaften

heißer und komprimierter Kernmaterie. Messungen seltener Teichen mit hoher

Statistik erfordern die Verarbeitung sehr hoher Raten und großer Datenmengen.

Allerdings erlauben die derzeit verfügbaren Speichermedien nicht, die gesamte

Menge der gemessenen Daten aufzuzeichnen. Daher müssen Ereignisse, die poten-

ziell interessante Information enthalten, online selektiert und gespeichert werden.

Das künftige “Compressed Baryonic Matter” (CBM) Experiment an der in-

ternationalen “Facility für Antiproton and Ion Research” (FAIR) hat zum Ziel,

seltene Teilchen wie vielfach-seltsame (Anti-)Hyperonen oder charmante Mesonen

in Schwerionenstößen zu messen. Aufgrund der komplizierten Zerfallstopologie

dieser Teilchen und der hohen Multiplizität der Reaktionen stehen keine einfachen

Auswahlkriterien (“Trigger”) für interessante Ereignisse zur Verfügung. Um die

Datenmengen zu reduzieren, müssen alle gemessenen Reaktionen online rekon-

struiert werden, um potenziell interessante Ereignisse selektieren zu können. Dies

erfolgt durch schnelle Algorithmen die auf einem Hochleistungs-Compute-Cluster

(HPC) ausgefürt werden.

Moderne HPC Server enthalten Datenverarbeitungseinheiten mit many-core-

Architekturen. Darüber hinaus zielt die aktuelle Entwicklung darauf ab, die

Anzahl der Cores pro Verarbeitungseinheit weiter zu erhöhen. Um diese mod-

ernen Rechnerarchitekturen optimal ausnützen zu können, müssen die Rekon-
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struktionsalgorithmen für die many-core-Prozessoren optimiert werden, sodass

ihre Geschwindigkeit bzw. die Rate der verarbeiteten Ereignisse mit der Anzahl

der Cores skaliert.

Rekonstruktion der Spuren geladener Teichen

Die Rekonstruktion der Reaktionen in Experimenten der Hochenergiephysik er-

fordert sowohl eine hohe Genauigkeit als auch hohe Geschwindigkeit der Algo-

rithmen. Eine der Hauptaufgaben ist die Rekonstruktion der Teilchentrajekto-

rien (Spuren). Die Genauigkeit der Track-Parameter definiert die Qualität der

rekonstruierten seltenen Signale und damit die Wahrscheinlichkeit, diese Signale

nachzuweisen.

Die Kalman-Filter (KF) Methode ist eine rekursive Methode zur Analyse von

linearen, diskreten dynamischen Systemen, die durch einen Vektor von Parame-

tern, den so genannten Zustandsvektor, beschrieben werden können. Die Meth-

ode ermöglicht es, eine optimale Abschätzung der Parameter der Teilchenspuren

zu finden und die höchstmögliche Genauigkeit zu erzielen.

Das Kalman-Filter wird in vielen Experimenten der Hochenergiephysik zur

Ereignisrekonstruktion verwendet aufgrund folgender Eigenschaften:

• optimale Abschätzung der Parameter;

• Lokalität in Bezug auf Messungen: die Messungen werden unabhängig

voneinander eine nach der anderen addiert;

• Nichtlinearitäten der Teilchenbahnen im Fall eines inhomogenen Magnet-

felds können in geeigneter Weise berücksichtigt werden: ein Teilchen wird

zwischen den Messungen unter der Berücksichtigung aller nichtlinearen Ef-

fekte transportiert, und seine Flugbahn wird nur in der Nähe jeder Messung

linearisiert;

• Das Material eines Detektors, das die Teilchen durchgedringen, wird in

der Nähe jeder Messung berücksichtigt, was das Verfahren vereinfacht und

die Berücksichtigung aller Materiale↵ekte mit einem minimalen Satz von

Annahmen ermöglicht;

• Arbeit mit Matrizen von kleiner Größe (bis zu 5 ⇥ 5);
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• Die Anzahl der Rechenoperationen ist proportional zur Anzahl der Mes-

sungen.

Die Zahl der existierenden Methoden zur Spurenanpassung auf Basis des

Kalman-Filters für das CBM Experiment wurde erweitert: durch den “KF

Glätter” zur Abschätzung der Track-Parameter an der Position jedes Hits,

und durch den Deterministischen Annealing-Filter (DAF) zur Reduzierung der

Auswirkung der Rausch-Signale auf die endgültige Abschätzung der Spurparam-

eter.

Die implementierten Methoden erzielen eine hohe Rekonstruktionsqualität:

Residuen (die Di↵erenz zwischen dem rekonstruierten und wahren Wert) und

Pulls (Residuen normiert auf die Kovarianzmatrix) sind frei von systematischen

Fehlern und haben die erwarteten Breiten.

Um das Leistungspotenzial moderner Rechnerarchitekturen zu nutzen, verwen-

det die Rekonstruktion der Parameter geladener Teilchen mithilfe des Kalman-

Filters Verfahren, Frameworks und Bibliotheken wie Header-Dateien mit SIMD-

Operationen, Vc, OpenMP, Intel TBB, Pthreads, OpenCL und Intel ArBB. Die

vektorisierte und parallelisierte KF Spuranpassung weist eine hohe Skalierbarkeit

auf many-core-CPUs und GPUs auf.

Rekonstruktion kurzlebiger Teilchen mit dem KF Particle

Paket

Teilchen, die in einer Kollision erzeugt werden, können in zwei Gruppen unterteilt

werden: langlebige Teilchen und kurzlebige Teilchen. Langlebige Teilchen haben

eine Lebensdauer, die ausreicht um das vollständige Detektorsystem des Experi-

ments zu durchfliegen und mithilfe verschiedener Detektoren identifiziert werden

zu können: Elektronen und Positronen e±, Protonen p±, Myonen µ±, ⇡± und

K± Mesonen. Kurzlebige Teilchen hingegen zefallen bereits vor oder innerhalb

des Tracking-Systems und können nur indirekt nachgewiesen werden. Zu den

kurzlebigen Teilchen gehören z.B. seltsame Hyperonen (⇤, ⌅, ⌦), leichte Vek-

tormesonen (⇢, !, �), Charm-Teilchen (D-Mesonen, J/ ) und Hyperkerne (3
⇤

H,
4

⇤

H, 4

⇤

He). Diese Teilchen können nur indirekt über ihre Zerfallsprodukte rekon-

struiert werden, sie sind aber von besonderem Interesse für das CBM Physikpro-
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gramm.

Das KF Partice Paket wird im CBM Experiment für die vollständige Rekon-

struktion kurzlebiger Teilchen verwendet, einschließlich der Bestimmung von Im-

puls, Energie, Masse, Lebensdauer, Zerfallslänge, Rapidität usw. Das KF Particle

Paket basiert auf der Kalman-Filter-Methode, es ist unabhängig von der Geome-

trie, beschreibt Tochter- und Mutterteilchen mit dem gleichen Parametersatz und

behandelt sie auf genau gleiche Weise.

Das KF Particle Paket löst nichtlineare Probleme, wie die Extrapolation

geladener Teilchen in einem nicht-homogenen Magnetfeld, oder die Wahl der

Masseneinschränkung. Solche Probleme werden in der Regel gelöst mit einer

Reihe von Näherungswerten oder durch numerische Methoden, die entweder

Rekonstruktionsqualität oder die Geschwindigkeit des Algorithmus beeinflussen

können.

Für die Online-Rekonstruktion und Identifizierung der kurzlebigen Teilchen

werden im CBM Experiment eine möglichst hohe E�zienz und Geschwindigkeit

verlangt. Deshalb wurden neue Verfahren zur Suche nach dem Punkt der größten

Annäherung und der Masseneinschränkung entwickelt. Durch die eingeführten

Verbesserungen ist die Funktionalität des KF Particle-Pakets perfekt geeignet zur

Rekonstruktion der Zerfallskaskaden instabiler Teilchen. Somit war es möglich,

ein KF Particle Paket zur vollständigen Rekonstruktion der Ereignisse zu en-

twickeln.

KF Particle Finder — eine Plattform zur Online-Selektion

und Physikanalyse

Viele der kurzlebigen Teilchen, die nur durch ihre Zerfallsprodukte rekonstruiert

werden können, sind als diagnostische Sonden der Eigenschaften komprimierter

Kernmaterie von besonderem Interesse. Manche dieser Teilchen haben entweder

eine sehr kleine Produktionswahrscheinlichkeit oder ein sehr kleines Verzwei-

gungsverhältnis, die Ausbeute liegt oft in einer Größenordnung von 10�5–10�7

Teilchen pro Kollision. Aus diesem Grund kann ein statistisch signifikantes Ergeb-

nis nur durch sehr hohe Kollisionsraten erreicht werden. Dies wirft das Problem

der Datenverarbeitung und Speicherung auf. Der Datenfluss ist üblicherweise
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so groß, dass nicht alle Daten vollständig auf Band gespeichert werden können.

Nur die Ereignisse, die möglicherweise interessante Teilchen enthalten, werden

gespeichert.

Im Falle des CBM Experiments gibt aufgrund der komplizierten Zerfall-

stopologie vieler kurzlebiger Teilchen und des hohen Untergrunds an anderen im

Stoß erzeugten Teilchen keine einfachen Kriterien für die Auswahl interessanter

Ereignisse. Daher erfordert das Experiment die vollständige Rekonstruktion der

Ereignisse einschließlich der Rekonstruktion der kurzlebigen Teilchen in Echtzeit,

damit interessante Kandidaten selektiert und gespeichert werden können. Dies

erfordert Rekonstruktionsprogramme, die mit mit extrem hoher Geschwindigkeit

laufen, und hoch-e�ziente Algorithmen, um die interessanten Ereignisse nicht zu

verlieren.

Das KF Particle Finder Paket zur Rekonstruktion kurzlebiger Teilchen er-

fordert als Startinformation die rekonstruierten Trajektorien geladener Teilchen,

zusammen mit ihrer PID-Hypothese (PID: Particle Identification). Aufgrund

PID-Hypothese und der Zerfallstopologie werden die kurzlebigen Mutterteilchen

aus den Tochterteilchen mit Hilfe des KF Particle Pakets rekonstruiert. Um den

Untergrund zu unterdrücken, müssen die Kandidaten eine Reihe von Auswahlkri-

terien erfüllen. Die Auswahlkriterien für verschiedene Gruppen von Zerfällen sind

in Bezug auf die Teilchenausbeuten, die Verzweigungsverhältnisse und die Zer-

fallseigenschaften optimiert.

Alle kurzlebigen Teilchen, die das KF Particle Finder Paket findet, weisen

bezüglich ihrer rekonstruierten Parameter eine hohe Qualität auf: alle Verteilun-

gen der Residuen und Pulls sind frei von systematischen Fehlern; die Breite der

Residuen ist in guter Übereinstimmung mit der Detektorauflösung, die Breite

der Pulls ist nahe dem erwarteten Wert von eins; die �2 und die entsprechen-

den Wahrscheinlichkeitsverteilungen haben die erwartete Form, die Wahrschein-

lichkeitsverteilung entspricht der flachen gleichmäßigen Verteilung zwischen 0 und

1. Dadurch werden große E�zienzen und hohe Signal-zu-Untergrund-Verhält-

nisse erreicht.

Derzeit umfasst das KF Particle Finder Paket mehr als 70 Zerfälle (siehe

Abb. 1). Das Paket erlaubt, alle wichtigen Observablen eines Schwerionenstoßes

zu rekonstruieren, einschließlich der seltsamen Teilchen, der seltsamen Reso-
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Dileptons

Charmonium 
J/ψ → e+ e-   
J/ψ  → µ+ µ-  !

Low mass 
vector mesons 
ρ  → e+ e-   
ρ  → µ+ µ-   
ω  → e+ e-   
ω  → µ+ µ-   
ϕ → e+ e-    
ϕ → µ+ µ-   

Gamma 
γ  → e+ e-  
γ  → e+ e-  !

Gamma-decays 
π0  → γ γ 
η → γ γ  

Tracks: e±, µ±, π±, K±, p±, d±, 3He±, 4He± 

primary and secondary

Open-charm

Open-charm 
resonances 

D*0  → D+ π- 

D̅*0  → D- π+ 

D*+  → D0 π+  

D*-  → D̅0 π- 

Open-charm 
particles 

D0 → K- π+   

D0 → K- π+ π+ π-   

D̅0  → K+ π- 

D̅0 → K+ π+ π- π-   

D+ → K- π+ π+  

D- → K+ π- π-   

Ds
+ → K+ K- π+ 

Ds
- → K+ K- π- 

Λc
+ → p K- π+ 

Λ̅c
- → p̅ K- π+

Hypermatter

Heavy multi-
strange objects 

{ΛΛ} → Λ p π- 
  

{Ξ0Λ} → Λ Λ

Hypernuclei 
{Λn} → d+ π- 

{Λ̅n̅} → d- π+ 

3ΛH → 3He π-    
3ΛH̅ → 3He π+    
4ΛH → 4He π-    
4ΛH̅ → 4He π+    
4ΛHe → 3He p π-  
4ΛHe → 3He p̅ π+  
5ΛHe → 4He p π-  
5ΛHe → 4He p̅ π+ 

Strange particles

K*+ → K+ π0  

K*- → K- π0   

K*0 → K0 π0   

Σ*0 → Λ π0    

Σ̅*0 → Λ̅ π0    

Ξ*- → Ξ- π0     

Ξ̅*+ → Ξ̅+ π0   

Ξ*0  → Ξ- π+  

Ξ̅*0  → Ξ̅+ π-  

Ω*-  → Ξ- K- π+  
Ω̅*+  → Ξ̅+ K+ π- 

K*+ → K0
s π+   

K*-  → K0
s π-   

Σ*+  → Λ π+   

Σ̅*-  → Λ̅ π-    

Σ*-  → Λ π-    

Σ̅*+  → Λ̅ π+   

Ξ*-  → Λ K-   

Ξ̅*+  → Λ̅ K+  

K*0  → K+ π- 

K̅*0  → K- π+ 

ϕ  → K+ K-    
Λ*  → p K-  
Λ̅*  → p̅ K+ 

K0
s → π+ π- 
 

Λ  → p π-   
Λ̅ → p̅  π+   

Ξ-  → Λ π- 

Ξ̅+ → Λ̅ π+   

Ω-  → Λ K-  

Ω̅+ → Λ̅ K+ 

Σ0 → Λ γ    

Σ̅0 → Λ̅ γ    

Σ+ → p π0    

Σ̅- → p̅ π0     

Ξ0 → Λ π0    

Ξ̅0 → Λ̅ π0   

Strange resonances

Abbildung 1: Blockdiagramm des KF Particle Finder Pakets zur Rekonstruktion und
Auswahl der seltenen kurzlebigen Teilchen.

nanzen, der Hyperkerne, der leichten Vektormesonen, Charmonium und Open-

Charm-Teilchen.

Das KF Particle Finder Paket wurde auf Geschwindigkeit optimiert. Es wurde

in einfacher Präzision, die eine hohe Qualität der Rekonstruktion garantiert,

implementiert und stabilisiert. Das Paket wurde vektorisiert und, um die

Möglichkeiten der many-core-Prozessorarchitekturen zu nutzen, parallelisiert.

Das Paket zeigt starke lineare Skalierbarkeit bis zu 80 Cores und verarbeitet

bis zu 28000 Ereignisse pro Sekunde.

Das KF Particle Finder Paket wurde erfolgreich in die erste Version des “First

Level Event Selection” (FLES) Pakets, das die vollständige Online-Ereignis-

Rekonstruktion im CBM Experiment durchführen wird, integriert. Innerhalb

des FLES Pakets läuft das KF Particle Finder Paket parallel auf einem many-

core-Cluster mit 100 Knoten mit jeweils 32 Cores. Das FLES Paket erreicht

die Geschwindigkeit von 2.2 · 105 Ereignissen pro Sekunde auf 3200 Cores des

Clusters.

Das KF Particle Finder Paket kann weiter modifiziert werden. Die Liste der

rekonstruierten Teilchen kann erweitert werden, um nach bereits bekannten oder

ganz neuen, noch unerforschten Teilchen zu suchen. Es bietet die Möglichkeit,
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kurzlebige Teilchen mit einem neutralen Tochterteilchen mithilfe der Methode der

fehlenden Masse zu rekonstruieren. Es es eignet sich perfekt zur Rekonstruktion

von komplizierten Kaskadenzerfällen von Hyperkernen oder von hypothetischen

Dibaryon-Teilchen. Aufgrund seiner Unabhängigkeit von der Detektorgeome-

trie kann das Paket auch in anderen Hochenergiephysik-Experimenten verwendet

werden. Das Paket wurde auch in Bezug auf den Speicherverbrauch optimiert,

was es zu einem sehr geeigneten Kandidaten für die Hardware-Beschleuniger wie

GPGPUs und Intel Xeon Phi macht.

Das KF Particle Finder Paket bietet eine universelle Plattform zur Rekon-

struktion kurzlebiger Teilchen, zur Physikanalyse und zur Online-Selektion von

Ereignissen.
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